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Preface

This booklet contains the extended abstracts of talks presented at the workshop on Logical Approaches
to Barriers in Computing and Complezity, held on February 17-20, 2010, in Greifswald, Germany. The
workshop was initiated by the Deutsche Vereinigung fiir Mathematische Logik und fir Grundlagen der
Ezakten Wissenschaften (DVMLG), the Polskie Towarzystwo Logiki i Filozofii Nauki (PTLiFN), the
Association for Computability in Europe (ACiE) and the Furopean Association for Computer Science
Logic (EACSL) and organized under the auspices of these four learned societies. The workshop was funded
by the Alfried Krupp von Bohlen und Halbach-Stiftung, Fssen and the Deutsche Forschungsgemeinschaft,
Bonn, and it was run by and held at the Alfried Krupp Wissenschaftskolleg in Greifswald, Germany.

Scientific Scope. Computability theory and complexity theory have their origins in logic, with connec-
tions to foundations of mathematics. The fundamental goal in these areas is to understand the limits
of computability (that is analysing which problems can be solved on nowadays and future computers in
principle) and effective computability (that is understanding the class of problems which can be solved
quickly and with restricted resources.) Logic provides a multifarious toolbox of techniques to analyse
questions like this, some of which promise to provide a deep insight in the structure of limit of compu-
tation.

The workshop had a focus on the following related aspects: logical descriptions of complexity (e.g.,
descriptive complexity, bounded arithmetic), complexity classes of abstract, algebraic and infinite struc-
tures, barriers in proving complexity results, and Kolmogorov complexity and randomness. Descriptive
complexity and bounded arithmetic are two complementary approaches to describe computational com-
plexity in logical terms. The former is focused on decision problems, while the latter is more concerned
with search problems. Both environments render questions about complexity classes in a natural way,
leading to important open problems in their areas (e.g. finding logics to capture certain complexity
classes, or the separation problem for bounded arithmetic.) Another path to gain more understanding of
complexity classes is to study them in more general settings, e.g. on general algebraic structures or for
computational models with infinite resources. Questions arising in this area are how complexity classes
are rendered in them, and what their relationship is. It is well known that any proof of P#£NP will
have to overcome two barriers: relativization and natural proofs. To this has recently been added a third
barrier, called algebraic relativization or algebrization. The idea is that, when we relativize some com-
plexity class inclusion, we should give the simulating machine access not only to an oracle A, but also
to a low-degree extension of A over a finite field or ring.

The workshop intended to address current questions in all these areas, and initiate communication
and research between them. In particular, the aim was to inform researcher in these related but separated
areas about current approaches and ideas, to initiate new approaches to current questions. Some of these
aspects were particularly timely: recently, research in these areas became more intense. Part of this is
the new conference series CiE (run by the Association for Computability in Europe) whose range of
interests includes those of our workshop, creating an important focus on the emerging topics of the field.
This workshop was intended as a research-oriented follow-up to the CiE conferences, allowing researchers
ample time for discussions and joint work.

Programme. The Programme Committee had been designed by the four organising scientific organ-
isations and consisted of thirteen members: Zofia Adamowicz (Warschau), Franz Baader (Dresden),
Arnold Beckmann (chair, Swansea), Sam Buss (La Jolla, CA), Manfred Droste (Leipzig), Christine
Gafiner (Greifswald), Peter Koepke (Bonn), Benedikt Lowe (Amsterdam), Janos Makowsky (Haifa),
Elvira Mayordomo (Zaragoza), Damian Niwinski (Warschau), Wolfgang Thomas (Aachen), and Martin
Ziegler (Darmstadt). The DVMLG was represented by its vice president Lowe and members of executive
board Beckmann und Makowsky, the PTLiFN by the member of executive board Niwinski, CiE by the
members of the executive board Beckmann, Lowe and Mayordomo, and the EACSL by its president
Makowsky, vice president Niwinski and member of executive board Lowe.

The Programme Committee has chosen six scientists as keynote speakers: Alessandra Carbone who
spoke on Logical structures, cyclic graphs and genus of proofs, Lance Fortnow on Hardness of Instance
Compression and Its Applications, Erich Gréadel on Fized point logics, games, and polynomial-time com-
plexity, Pascal Koiran on Shallow circuits with high-powered inputs, Leszek Kolodziejczyk on The scheme
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of induction for sharply bounded arithmetic formulas, and Antonina Kolokolova on Axiomatic approach
to barriers in complexity. The programme was enriched through an Oﬁentliche Abendveranstaltung (pub-
lic evening lecture) given by Janos Makowsky on Spektrum Problem von H. Scholz und G. Asser: Ein
halbes Jahrhundert danach. The workshop received 45 contributed submissions which were reviewed by
the programme committee. The committee decided to accept 34 talks whose abstracts are printed in this
booklet.

The Programme Committee also decided to add to the workshop a Special Session on the topic
Complezity in Arbitrary Structures which was organised by Christine Gafiner and Martin Ziegler, see the
separate introduction to the Special Session on page V.

Organization and Acknowledgements. The workshop was organized by Christine Gafiner (University of
Greifswald). We are delighted to acknowledge and thank the Stiftung Alfried Krupp Kolleg Greifswald
and the Deutsche Forschungsgemeinschaft for their essential financial support. The high scientic quality
of the workshop was possible through the conscientious work of the Programme Committee, and the
Special Session organizers. We thank Andrej Voronkov for his EasyChair system which facilitated the
work of the Programme Committee and the editors considerably.

Swansea, Greifswald and Amsterdam, January 2010 Arnold Beckmann
Christine Gafiner
Benedikt Lowe
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Special Session on Complexity in Arbitrary Structures

The classical notion of computability is closely related to the classical theory of recursive functions.
This theory deals with functions on natural numbers, on words over a finite alphabet, or on some other
countable sets. For functions on real numbers and other uncountable universes, several non-equivalent
definitions of computability have been introduced. Here, real closed and algebraically closed fields are the
starting point for the development of new theories of computing. Analytical or algebraic properties of the
ring over the real numbers are used for defining notions of computability for real functions. One of the best
known models is the Type-2 Turing machine where real numbers are approximated by rational numbers
and the classical Turing machine is extended to infinite converging computations. Other settings consider
real numbers as entities and one assumes that it is possible to execute exact arithmetic instructions and
comparisons. Algebraic properties of rings and fields yield many interesting results in models of this kind,
such as algebraic circuits and the real Turing machine (i.e. the BSS machine over the reals). More general
models cover computation over arbitrary fields or other structures. Most complexity classes well-known
from classical (i.e. discrete) computational complexity theory have an analogue in the theories to these
computation models and play partially an analogous role in the corresponding theories.

A lot of motivation to investigate these derived classes primary comes from the classical theory as well
as from practical requirements. One hope is that we gain a better understanding of the difficulty of the
P-versus-NP question. This famous problem is open for Turing machines as well as for many algebraic
models of computation, but has been answered (in fact both in the positive and in the negative) for
several structures. Further extending the list of structures with, provably, P = NP or P # NP will
provide new insights in the original millennium prize problem.

Another benefit is the development and study of fast algorithms for processing real numbers. In the
classical theory as well as in the theory of computation over arbitrary structures, most proof techniques
are of a logical nature. For more restricted models, topological and algebraic properties are of additional
relevance. Practical real number computation can be separated into a variety of subfields with distinct
objectives and paradigms; e.g. exact vs. approximate input, fixed-precision (floating point) vs. unbounded
precision, relative vs. absolute error goals. This diversity, and the different underlying parameters and
notions of complexity, is better reflected by several models of computation than by a single one.

The special session on this field has been organised in order to foster communication and collaboration
between the various sub communities. In fact, the invited and contributed works cover the topic nicely,
ranging from computability over complexity theory to numeric. The following abstracts are concerned
with questions like these. Which approach is suitable for modelling specific problems? How do hierarchies
of degrees of unsolvability relate in the analytical approaches and the algebraic ones? Which relationships
of complexity classes agree in which models of computation? Do Toda’s and Ladner’s Theorems hold also
for computational settings other than the classical Turing machine? What about fixed point problems
and total search problems? What ways are available to extend the theory to recursive definability? What
role do the various aspects of computing of continuous functions on real and complex numbers play in
the theories to several models?

Christine Gafiner (Greifswald)
Martin Ziegler (Darmstadt)
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Lower bounds for the provability of Herbrand consistency in
weak arithmetics

Zofia Adamowicz! and Konrad Zdanowski!

Institute of Mathematics, Polish Academy od Science
Sniadeckich 8, Warszawa
email: {zosiaa,kz}@impan.gov.pl

One of the main methods of showing that one set of axioms, say 7', is strictly stronger than the other
one, say S C T, is to show that T F Cong. However, as it was proved by Wilkie and Paris in [WP87]
this method does not work for bounded arithmetic theories if we use the usual Hilbert style provability
predicate. Indeed, they proved that even the strong arithmetic IAg+ exp does not prove the Hilbert style
consistency of Robinson’s arithmetic @, that is IAg + exp does not prove that there is no Hilbert prove
of 0 # 0 from Q. Thus, if we hope to prove that one bounded arithmetic is stronger than the other one
by using consistency statements we should use some other provability notions, like tableux or Herbrand
provability. Indeed, for these notions it is usually easier to show that a given theory is consistent since,
e.g., Herbrand proofs are of a bigger size than Hilbert ones. Thus, it may happen in a model of 1A+ exp
that a theory S is inconsistent in the Hilbert sense and consistent in the Herbrand sense. Only when we
know that the superexponentiation function is total we can prove the equivalence of the above notions of
provability. For some time it has been even unknown whether the second Goédel incompleteness theorem
holds for arithmetics IAg + £2; and the Herbrand style provability predicate. Adamowicz and Zbierski
in [AZ01] proved, for i > 2, the second incompleteness theorem for IAg + §2; and the Herbrand notion
of consistency and later Adamowicz in [A01] proved this result for 1A 4 2;. Recently, Kolodziejczyk
showed in [K06] a strengthening of these results. He proved that there is a finite fragment S of 1Ay + 24
such that no theory 1Ag 4 £2; proves the Herbrand consistency of S. Thus, if one wants to prove strict
hierarchy of bounded arithmetics by means of provability of Herbrand consistency one should consider a
thinner notion, e.g., Herbrand proofs restricted to some cuts of a given model of a bounded arithmetic.
Such a study is a main subject of our paper.

For a detailed treatment of bounded arithmetics we refer to [HP93]. We consider bounded arithmetics
theories IAg + £2;, for ¢ > 1. 1A is just the first order arithmetic with the induction axioms restricted to
bounded formulas i.e. formulas with quantification of the form Qx < ¢(z), where @ € {3,V} and = & {z}.
For 7 > 1, the axiom {2; states the totality of the function w;. The functions w; are defined as follows.
Let log(z) be the logarithm with the base 2 . Let the length function lh(x) be the length of the binary
representation of z,

Ih(z) = Tlog(z + 1)™.

_fo ifz=0
@i(®) =1 9mh@-1? it 4> 0.

Now,

and
0 ifz=0
wiy1(z) = owi(h(z)=1) if 1 ~ (.

By exp(z) we denote the exponentiation function 2.

Let log™ be a set of elements a such the n-th iteration of exp on a exists. If exp is not provably total
in T then there are models of T in which not all elements are in log”. For C' > 0, C'log" is a set of
elements a such that there exists b in log™ such that a is less or equal than Cb. Let us observe that the
above notions are definable by existential formulas.

For a term t we define its tree depth by an inductive condition as

tr(f(t1,...,tk)) =1+ max {tr(¢;) : i < k}.

By the depth of a term t we define the maximum of its tree depth and the size of the greatest function
symbol in ¢. That is
dp(t) = max{f: f occursin ¢t} U {tr(t)}.
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For a set of terms A, the depth of A, dp(A) = max {dp(¢) : t € A4}.
An evaluation p on a set A is a function from A? into {0,1}. We define the following notion of
satisfaction for evaluations by induction on the formula :

—-pEt=tifptt) =1,

— pEt <t if there is s € A such that p = (t + s =1'),

— for ¢ quantifier free, p = ¢[¢] if p makes ¢ true in the sense of propositional logic,
— p I Bep(z o) i p = 9(z,2)[ 2 (D),

— p E Vaop(z, z)[t] if for all terms t € A, p = o(Z, z)[t, t].

For a set of axioms T an evaluation p is a T-evaluation if it satisfies all axioms from T. We say that
an evaluation p on A decides a formula (), if for any ¢ € A, either p = ¢(f) or p |E =¢(f). Let N be a
standard integer. An evaluation is N-deciding if it decides any formula of a code less than N.

We formalize the notion of Herbrand consistency as a IT; arithmetical formula HCons(N, T, 4) which
states that that for each set of terms A of depth not greater than i, there exists an N—deciding, T—
evaluation on A.

Let ¢ > 1. We show that for each N there exists ¢ > 0 such that, IAy + §2; does not prove its
N-deciding Herbrand consistency restricted to the terms of depth in (14 &)log™*?, that is

IAg + £2; i/ HCons(N, 1A + 24, (1 + ¢) log't2). (1)
On the other hand it is known that for each N,
IAg + £2; F HCons(N, 1A + £2;,1log""?) (2)

that is IAg + £2; proves its Herbrand consistency restricted to terms of depth log"™>.
It is tempting to close the gap by proving, at least for some ¢ > 1, either for each IV,

1A + £2; - HCons(N,1Aq + £2;,1og"?) (3)

or

IAg + £2; t/ HCons(N, 1A + £2;, Alog™?), for some N, A € N. (4)

Indeed both conjectures (3) and (4) have interesting consequences for bounded arithmetics. If (3) holds
then IAg + (2,11 would not be II1—conservative over IAg + (2;. This is so because logiJr2 is closed under
addition in the presence of 2;41. Thus, in IAg + £2;41 the cuts log"™ and (14 ¢)log"™ are the same. It
follows then from (3) that IAg + 2,41 - HCons(IAg + £2;, Alog"™?), for each A € N.

On the other hand, if (4) holds this would mean that we cannot mimic the proof of (2) for the cut
Alog™™. But the only tool needed in that proof which is unavailable in this situation is the existence of
a suitable truth definition for Ag formulas. It would follow that there is no such truth definition for Ay
formulas whose suitable properties are provable in IAg + {2;. This is related to a major open problem in
bounded arithmetics how much exponentiation is needed for a truth definition for bounded formulas.
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The security of most cryptographic schemes is based implicitly on the security of the cryptographic
primitives used, like one-way functions, i.e., functions that are “easy” to compute in polynomial time but
are “hard” to invert in probabilistic polynomial time. In fact, the vast majority of the usual primitives
implies the existence of one-way functions. The existence of these functions is a strong assumption as
it is well known that it implies that P # NP, although it is a very important open question to know
if this is also a sufficient condition. To emphasize the importance of the existence of one-way functions
we observe that if they did not exist then pseudo-random generators, digital signatures, identification
schemes and private-key encryption would not be possible, [BM84,GMR&8,11.89,IL1.89,Rom90].

Given the impact of one-way functions in cryptography and complexity, we believe that it is important
to study these functions at the individual level in opposition to its average case behavior. In this work
we give a first characterization of one-way functions based on time-bounded Kolmogorov complexity. We
hope that this characterization may lead to a finer grained analysis to some cryptographic protocols,
such as commitment schemes.

Classically there are two types of one-way functions: strong and weak one-way functions. In the case
of a strong one-way function, it is required that the inversion happens with low probability and in the
weak version the non inversion must happen with non-negligible probability. An intersecting fact about
these functions is that not every weak one-way function is a strong one-way function but their existence
is equivalent (see [Gol01] for details). Formally:

Definition 1 (Weak one-way function). A function f : {0,1}* — {0,1}* is a weak one-way function
if it is computable in polynomial time, it is total, one-to-one, honest, and there is a polynomial p such
that for every probabilistic polynomial time algorithm G and all sufficiently large n’s,

Pr|G(f(x)) # z] > —.

CU@) #2]> o
Definition 2 (Strong one-way function). A function f : {0,1}* — {0,1}* is a strong one-way
function if it is computable in polynomial time, it is total, one-to-one, honest, and for every probabilistic
polynomial time algorithm G, every positive polynomial p, and all sufficiently large n’s,

To give a characterization of one-way functions using individual instances we will use Kolmogorov
complexity. This notion, defined independently by Kolmogorov [Kol65], Solomonoff [Sol64] and Chaitin
[Cha66], is a rigorous measure of information contained in a string by the size of the smallest program
producing that string.

Definition 3. Let U be a fized universal Turing machine with a prefiz-free domain. For any strings
x,y € {0,1}*, the Kolmogorov complexity of x given y is

K(zly) = mpin{Ipl :U(p,y) = x}.

* All the authors are partially supported by CSI? (PTDC/EIA- CCO/099951/2008)
** The author is also supported by the grant SFRH / BD / 28419 / 2006 from FCT
*** The author is also supported by the grant SFRH / BD / 33234 / 2007 from FCT
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For any time constructible t, the t-time-bounded Kolmogorov complexity of x given y is defined by

K'(x|y) = min{|p| : U(p,y) = x in at most t(|x|) steps}.
J2

The higher the Kolmogorov complexity the more information is necessary to recover that string.
Almost all strings have nearly maximum Kolmogorov complexity, however one can easily create, with
high probability, another string just as useful as the first one by using fresh random coins.

We plan to explore the idea that Kolmogorov complexity can be useful within the field of cryptography,
by working at the level of the particular instances instead of the probability distributions involved. Notice
that, for example in the case of zero knowledge communication protocols and in the case of commitment
schemes based on one-way functions, this type of analysis gives an insight of the information that is
leaked on particular communications. In this work we begin this task by analyzing one-way functions. In
particular, we characterize one-way functions based on individual instances and relate it with the classical
notions of one-way functions. We start by studying the expected value of Kolmogorov complexity of x
given f(x) and some randomness and then a characterization based on Kolmogorov complexity of the
individual instances is given. In the former approach we show that to have a weak one-way function the
expectation should be at least larger than any constant but if f is a strong one-way function then this
value is nearly maximum which gives a huge gap between weak one-way functions and strong one-way
functions. Formally we prove the following two results:

Theorem 1. Let t be a fized polynomial and f a polynomial time computable function. If f is an honest
one-to-one function such that for all constant ¢ the expected value of K'(z|f(x), f,r) over strings of
length n is larger than ¢ for almost all n then f is a weak one-way function.

Theorem 2. Let t be a fized polynomial and f a polynomial time computable function. If f is an honest
one-to-one function such that the expected value of K'(z|f(x), f,r) over strings of length n is larger than
n+ O(logn) for almost all n then f is a strong one-way function.

For the later approach the intuition is that the time-bounded Kolmogorov complexity is suitable for
defining one-way functions using individual instances. In this type of primitive we expect that, given z
and a description of f, computing f(x) will be efficiently easy, i.e., z and f give all the information to
compute in polynomial time f(z) and on the other hand, f(x), in polynomial time, does not convey useful
information about z, so the length of the program computing « given f(z) and f would be approximately
equal to the length of the program computing x without any auxiliary input. With this intuition in mind
we define Kolmogorov one-way function in the following way:

Definition 4. Let t be a fixed polynomial, f : X* — X* an honest, one-to-one function computable in
polynomial time and § a fized constant. We say that an instance x of length n is 6-secure relatively to
the random string r € K<) 4f:

K'(z|f,r) = K'(z|f, f(2),r) < 4.
We say that f is an (g,d)-Kolmogorov one-way function if we have:
Pry..(x is §-secure forr) > ¢
for sufficiently large n and r € X<t

In this work we show that Kolmogorov one-way functions are more restrictive than classical one-
way functions in the sense that the existence of Kolmogorov one-way functions with certain parameters
implies the existence of classical one-way functions. In particular we show:

Theorem 3. Let t be a fized polynomial and f a function computable in polynomial time. If f is an
honest, one-to-one function that is (1 — 1/p(n), ¢)-Kolmogorov one-way function for all polynomial and
constant c then f is a weak one-way function.

Theorem 4. Let t be a fized polynomial and f a function computable in polynomial time. If f is an
honest, one-to-one function that is (1 — 1/2", ¢)-secure Kolmogorov one-way function for all polynomial
and constant ¢ then [ is a classical one-way function.
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Notice that if the previous results are optimal then in particular we can say that a Kolmogorov
one-way function is a function that the probability of inversion would not be significantly larger than
guessing the inverse of each element.

In [LM93] and [LW95], the authors relate the existence of one-way functions and the conjecture
of polynomial time symmetry of information. For the unbounded version of Kolmogorov complexity,
symmetry of information was first proved to be true by Levin (as suggested in [ZL70]), but the proof
is not valid any more when polynomial time-bounds restrictions are imposed. This conjecture has close
connections to several complexity theoretic questions, similar to the ones concerning the existence of
one-way functions. In order to have a full scenario about the existence of Kolmogorov one-way functions,
in this work, we also study its connection to the polynomial time symmetry of information conjecture by
showing that if Kolmogorov one-way functions exist, then the polynomial time symmetry of information
conjecture fails.
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Abstract. Inspired by the study of community structure in social networks, we introduce the
graph polynomial Q (G;z,y), as a bivariate generating function which counts the number of con-
nected components in induced subgraphs. In this case study we analyze the features of the new
polynomial. First, we re-define it as a subset expansion formula. Second, we give a recursive defini-
tion of @ (G;z,y) using vertex deletion, vertex contraction and deletion of a vertex together with
its neighborhood, and prove a universality property. We relate Q (G;x,y) to the universal edge
elimination polynomial introduced by I. Averbouch, B. Godlin and J.A. Makowsky (2008), which
subsumes other known graph invariants and graph polynomials, among them the Tutte polyno-
mial, the independence and matching polynomials, and the bivariate extension of the chromatic
polynomial introduced by K. Dohmen, A. Po6nitz, and P. Tittmann (2003). Finally we show that
the computation of @ (G;z,y) is fP-hard, but Fixed Parameter Tractable for graphs of bounded
tree-width and clique-width.

1 Introduction

There is a variety of graph polynomials studied in the literature. Those polynomials differ in many aspects:
their origins come from different research areas, they are defined by different ways, and their authors use
different terminology in their papers. In [12] the second author outlined a general framework for studying
graph polynomials, further developed in [10]. This framework allows to compare graph polynomials with
respect to their ability to distinguish graphs, to encode other graph polynomials or numeric graph
invariants, and their computational complexity. In [17] we introduced a new graph polynomial, the
subgraph component polynomial Q(G;z,y), which arises naturally from studying community structures
in social networks.
In this case study, we present the results from [17] according to the following checklist:

— Can the polynomial be presented as a subset expansion formula?
What logic formalism is needed to define this formula?
— Does this polynomial satisfy some linear recurrence relation?
Has it some universality property with respect to that recurrence relation?
— Is it definable as a partition function using counting of weighted graph homomorphisms?
— How hard is the polynomial to compute?
Does it have a dichotomy property, cf. the Difficult Point Conjecture of [12])?
— What is its connection to known graph polynomials?
— And finally: is it really new?

2 Motivation: Community Structure in Networks

In the last decade stochastic social networks have been analyzed mathematically from various points
of view. Understanding such networks sheds light on many questions arising in biology, epidemology,
sociology and large computer networks. Researchers have concentrated particularly on a few properties

* Partially supported by a grant of the Graduate School of the Technion—Israel Institute of Technology
** Partially supported by a grant of the Fund for Promotion of Research of the Technion-Israel Institute of
Technology and grant ISF 1392/07 of the Israel Science Foundation (2007-2010)
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that seem to be common to many networks: the small-world property, power-law degree distributions,
and network transitivity. For a broad view on the structure and dynamics of networks, see [15]. M. Girvan
and M.E.J. Newman, [9], highlight another property that is found in many networks, the property of
community structure, in which network nodes are joined together in tightly knit groups, between which
there are only looser connections.

Motivated by [14], and the third author’s involvement in a project studying social networks, we were
led to study the graph parameter ¢;; (G), the number of vertex subsets X C V' with ¢ vertices such that
G [X] has exactly j components. ¢;; (G), counts the number of degenerated communities which consist
of 4 members, and which split into j isolated subcommunities.

The ordinary bivariate generating function associated with ¢;; (G) is the two-variable graph polyno-
mial

n n
Q(Gia,y) =D > ai; (G)a'y’.

i=0 j=0

We call Q (G;z,y) the subgraph component polynomial of G. The coefficient of y* in Q (G;x,y) is the
ordinary generating function for the number of vertex sets that induce a subgraph of G with exactly k
components.

3 Q(G;x,y) as a Graph Polynomial

In this paper we study the subgraph component polynomial @ (G;x,y) as a graph polynomial in its own
right and explore its properties along the checklist from Section 1.

Like the bivariate Tutte polynomial, see [6, Chapter 10], the polynomial @Q (G;z,y) has several re-
markable properties. However, its distinguishing power is quite different from the Tutte polynomial and
other well studied polynomials.

Our main findings are !:

— The Tutte polynomial satisfies a linear recurrence relation with respect to edge deletion and edge
contraction, and is universal in this respect. @ (G;x, y) also satisfies a linear recurrence relation, but
with respect to three kinds of vertex elimination, and is universal in this respect.

— A graph polynomial in three indeterminates, £(G; z,y, z), which satisfies a linear recurrence relation
with respect to three kinds of edge elimation, and which is universal in this respect, was introduced
in [2]. It subsumes both the Tutte polynomial and the matching polynomial. For line graph L(G) of
a graph G, we have Q (L(G);x,y) is a substitution instance of £(G;x, vy, 2).

— Distinguishing power of @ (G;z,y) is incomparable with that of the Tutte polynomial, the charac-
teristic polynomial and the bivariate chromatic polynomial introduced in [7].

— Also like for the Tutte polynomial, cf. [11], Q(G;xo,yo) has the Difficult Point Property, i.e. it is
#P-hard to compute for all fixed values of (x9,y9) € R?> — E where E is a semi-algebraic set of lower
dimension. In [12] it is conjectured that the Difficult Point Property holds for a wide class of graph
polynomials, the graph polynomials definable in Monadic Second Order Logic. The conjecture has
been verified for various special cases, [3-5].

— Q(G;x,y) is fixed parameter tractable in the sense of [8] when restricted to graphs classes of bounded
tree-width or even to classes of bounded clique-width. For the Tutte polynomial, this is known only
for graph classes of bounded tree-width, [16, 1, 13].
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Abstract. Default logic is one of the most popular and successful formalisms for non-monotonic
reasoning. In 2002, Bonatti and Olivetti introduced several sequent calculi for credulous and skep-
tical reasoning in propositional default logic. In this paper we examine these calculi from a proof-
complexity perspective. In particular, we show that the calculus for credulous reasoning obeys
almost the same bounds on the proof size as Gentzen’s system LK. Hence proving lower bounds
for credulous reasoning will be as hard as proving lower bounds for LK. On the other hand we
show an exponential lower bound to the proof size in Bonatti and Olivetti’s enhanced calculus for
skeptical default reasoning.

1 Barriers in Computing: Lower Bounds to Lengths of Proofs

Proving lower bounds for propositional proof systems constitutes one of the major objectives in proposi-
tional proof complexity. By a classical result of Cook and Reckhow [9], showing super-polynomial lower
bounds to the lengths of proofs in increasingly stronger propositional proof systems is one approach
toward separating NP from coNP, and consequently also P from NP. Frege systems currently form a
strong barrier with respect to lower bounds to proof lengths. Though exponential lower bounds have
been shown for bounded-depth Frege systems [1, 3,4, 18], no non-trivial lower bound is known for the
general system.

While there is a rich body of results for propositional proof systems (cf. [17]), proof complexity of
non-classical logics has only recently attracted more attention, and a number of exciting results have
been obtained for modal and intuitionistic logics [14-16]. In particular, Hrubes [14] has shown exponential
lower bounds for the proof size for Frege systems in many modal and intuitionistic logics. As non-classical
logics are often more expressive than propositional logic, they are usually associated with large complexity
classes like PSPACE. Intuitively therefore, lower bounds to the lengths of proofs in non-classical logic
should be easier to obtain, as they “only” target at separating NP and PSPACE. The results of Hrubes [14]
and Jefabek [15,16] on non-classical Frege systems are very interesting to contrast with our knowledge
on classical Frege as they shed new light on this topic from a different perspective.

In this paper, we investigate the proof complexity of propositional default logic. In particular, we
analyse the sequent calculi of Bonatti and Olivetti [5] for propositional default logic. We show that the
sequent calculus for credulous default reasoning has almost the same upper and lower bounds on lengths
of proofs as classical Frege systems. Thus, the current barrier in classical proof complexity admits a
natural restatement in terms of non-monotonic logic.

2 Default Logic

Trying to understand the nature of human reasoning has been one of the most fascinating adventures
since ancient times. It has long been argued that due to its monotonicity, classical logic is not adequate
to express the flexibility of commonsense reasoning. To overcome this deficiency, a number of formalisms
have been introduced (cf. [21]), of which Reiter’s default logic [22] is one of the most popular and widely
used systems. Default logic extends the usual logical (first-order or propositional) derivations by patterns
for default assumptions. These are of the form “in the absence of contrary information, assume ...”.

* Supported in part by DFG grants KO 1053/5-2 and VO 630/6-1 and by a grant from the John Templeton
Foundation.
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Reiter argued that his logic adequately formalizes human reasoning under the closed world assumption.
Today default logic is widely used in artificial intelligence and computational logic.

The semantics and the complexity of default logic have been intensively studied during the last
decades (cf. [8] for a survey). In particular, Gottlob [13] has identified and studied two reasoning tasks
for propositional default logic: the credulous and the skeptical reasoning problem which can be understood
as analogues of the classical problems SAT and TAUT. Due to the stronger expressibility of default logic,
however, credulous and skeptical reasoning become harder than their classical counterparts—they are
complete for the second level 5 and MY of the polynomial hierarchy, see [13].

Less is known about the complexity of proofs in default logic. Starting with Reiter’s work [22], several
proof-theoretic methods have been developed for default logic (cf. [2,12,19,20,23] and [10] for a survey).
However, most of these formalisms employ external constraints to model non-monotonic deduction and
thus cannot be considered purely axiomatic (cf. [11] for an argument). This was achieved by Bonatti and
Olivetti [5] who designed simple and elegant sequent calculi for credulous and skeptical default reasoning.
Subsequently, Egly and Tompits [11] extended Bonatti and Olivetti’s calculi to first-order default logic
and showed a speed-up of these calculi over classical first-order logic, i.e., they construct sequences of
first-order formulae which need long classical proofs but have short derivations using default rules.

3 Our Results

In the present paper we investigate the original calculi of Bonatti and Olivetti [5] from a proof-complexity
perspective. Apart from some preliminary observations in [5], this comprises, to our knowledge, the first
comprehensive study of lengths of proofs in propositional default logic. Our results can be summarized
as follows. Bonatti and Olivetti’s credulous default calculus BO¢req obeys almost the same bounds to the
proof size as Gentzen’s propositional sequent calculus LK, i.e., we show that upper bounds to the proof
size in both calculi are polynomially related. The same result also holds for the proof length (the number
of steps in the system). Thus, proving lower bounds to the size of BO.,.q4 will be as hard as proving lower
bounds to LK (or, equivalently, to Frege systems), which constitutes a major challenge in propositional
proof complexity [6,17]. This result also has implications for automated theorem proving. Namely, we
transfer the non-automatizability result of Bonet, Pitassi, and Raz [7] for Frege systems to default logic:
BO¢eq-proofs cannot be efficiently generated, unless factoring integers is possible in polynomial time.

While already BO...q appears to be a strong proof system for credulous default reasoning, admitting
very concise proofs, we also exhibit a general method of how to construct a proof system Cred(P) for
credulous reasoning from a propositional proof system P. This system Cred(P) bears the same relation
to P with respect to proof size as BO.q does to LK. Thus, choosing for example P as extended Frege
might lead to stronger proof systems for credulous reasoning.

For skeptical reasoning, the situation is different. Bonatti and Olivetti [5] construct two proof systems
for this task. While they already show an exponential lower bound for their first skeptical calculus, we
obtain also an exponential lower bound to the proof length in their enhanced skeptical calculus. Thus,
searching for natural proof systems for skeptical default reasoning with more concise proofs will be a
rewarding task for future research.
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It is well-known from [DF, FG, CMR] that the model-checking problem for MSO logic on graphs
is fixed-parameter tractable (FPT) with respect to tree-width and clique-width. The proof uses tree-
decompositions (for tree-width as parameter) and k-expressions (for clique-width as parameter; see
below), and the construction of a finite tree-automaton from an MSO sentence, expressing the property
to check.

These two points are difficult : although tree-width < k can be checked in linear time, the correspond-
ing algorithm (by Bodlaender, see [DF]) is not practically usable. The situation is similar for bounded
clique-width (see [HliOum]). Graphs can be given with their decompositions witnessing tree-width or
clique-width < k, but another difficulty arises : the automata to be constructed are much too large and
computations abort by lack of memory space. This is actually unavoidable if one wants an algorithm
taking as input any MSO sentence (see, e.g., [FriGro]). One possibility is to forget the idea of imple-
menting the general theorem, and to work directly on particular problems: see [G1,G2] or [GH]. Another
one, explored here (also in [KL] in a different way) consists in finding fragments of MSO logic having an
interesting expressive power, and for which automata constructions (or other constructions) are tractable.

What we propose is based on the following ideas :

(1) Do not alternate quantifiers and do not determinize automata.

(2) Write MSO formulas with Boolean set terms (see below definitions).
(3) Precompile basic graph properties into ”small” finite automata.

We do not capture all MSO graph properties, but we can formalize in this way coloring and parti-
tionning problems, and also some domination problems to take a few examples. We only discuss graphs
of bounded clique-width, but the ideas extend to graphs of bounded tree-width and MSO formulas with
edge set quantifications. The problems considered successfully in [BK] use automata with smaller num-
bers of states than what we need.

Definition 1 : Clique-width and k-expressions.
Graphs are finite, simple, directed, loop-free. Each vertex has a label in [k] := {1, ..., k}. The operations

—

on graphs are @, the union of disjoint graphs, the unary edge-addition add,; that adds the missing
edges from every vertex labelled a to every vertex labelled b, the relabelling relab,_; that changes a to
b (with @ # b in both cases). The constant a denotes one vertex (with no edge) labelled by a € [k].Let
F}; be the set of these operations and constants. Every term ¢ in T'(F}) called a k-expression defines a
graph G(t) with vertex set equal to the set of occurrences of constants in ¢. A graph has cliqgue-width at
most k if it is defined by some ¢ in T'(F}).

As a logical structure, a graph is defined as (Vg, edgg) where Vg is the vertex set and edge the binary
relation that describes edges.

Definition 2 : The set of terms representing a graph property.

Let P(Xy,...,X,) be a property of sets of vertices X1, ..., X,, of a graph G denoted by a term ¢t in
T(F}). Examples are : E(X,Y) : there is an edge from some z in X to some y in Y; H(X,Y) : for every
2 in X, there is an edge from some y in Y to x ; Path(X,Y) : X has two vertices linked by a path in

G[Y], the subgraph of G induced by ¥ and Conn(X) : G[X] is connected.

Let F,En) be obtained from F}, by replacing each constant a by the constants (a, w) where w € {0,1}".

For fixed k, let Lp (x,, . x,)x be the set of terms ¢ in T(F,E")) such that P(A4,..., A, ) is true in G(t),
where A; is the set of vertices which are occurrences of constants (a,w) where the i-th component of w



Tractable constructions of finite automata from monadic second-order formulas 13

is 1. Hence ¢ in T(F, ,gn)) defines a graph G(¢) and an assignment of sets of vertices to the set variables
X1,y X

Definition 3 : JMSO(P) sentences

We let P be a set of basic graph properties like those of Definition 2 together with the atomic formu-
las X7 C Xo, X7 =0, Sgl(X;) (the last one means that X; denotes a singleton set). Let {X7, ..., X,,}
be a set of set variables. A Boolean set term is a term over these variables, N, U and complementation
(example below). A P -atomic formula is a formula of the form P(Si,...,S,, ) where S1,...,S,, are
Boolean set terms and P belongs to P. An IM SO(P) sentence is a sentence of the form 3X7,..., X,,.0
where ¢ is a positive Boolean combination of P -atomic formulas.

Examples 4 :
We give some examples of IM SO(P) sentences.
(1) The property of p-vertez colorability can be expressed as follows :

HXl, ...,Xp.(Part(Xl, ...,Xp) A St(Xl) VANRERIVAN St(Xp»,

where Part(Xi,...,X,) expresses that X,..., X, define a partition of the vertex set and St(X;)
expresses that X; is stable, i.e., that the induced graph G[X;] has no edge.

A p-vertex coloring defined by X1, ..., X, is acyclic if furthermore, each induced graph G[X; U X] is
acyclic (is a forest). These properties are thus in IM SO(P) if we let in P the properties Part(X7, ..., Xp),
St(X1) and NoCycle(X1) expressing that G[X1] is acyclic.

(2) Minor inclusion. That a graph G contains a fixed simple loop-free graph H with vertex set
{v1,...,vp} as a minor, can be expressed by the sentence y :

Xy, , Xp.(Disjoint(Xq, ..., Xp) AConn(X1) A--- AConn(X,) A--- Link(X;, X;) A--)

where Disjoint(X1, ..., X,) expresses that X1, ..., X, are pairwise disjoint, Conn(X;) expresses that
G[X;] is connected and Link(X;, X;) expresses that there exists an edge between a vertex of X; and one
of X;; in p, there is one formula Link(X;, X;) for each edge {v;,v;} of H.

(3) Constrained domination. The sentence 3X;.(P(X1) A Dom(X1, X1)) expresses that there exists
a set X satisfying a property P and which also dominates all other vertices. The formula Dom(Y, X)
expresses that every vertex of Y is linked by an edge to some vertex of X.

(4) Many vertex partitionning problems considered by Rao in [Rao] can be expressed in this way.

Definition 5 : From M SO(P) sentences to ”reasonable sized” automata.
Let us assume that for each basic property P(Xi,..., X;n) we have constructed a finite automaton
Ap,(x,,... Xm)k that accepts the set Lp x, .. x,.) k-

Claim 6 : For set terms Si,...,S,, over {Xi,..., X}, the set of terms Lp(s, . s,.),(X1,..X)k 19
h=Y(Lpx,.. x,)k) where h is the alphabetic homomorphism : T(F,E")) — T(F,gm)) that replaces a
constant symbol (a,w) for w € {0,1}" by (a,w’) for some w’ € {0,1}™ and does not modify the
nonnullary function symbols. We give an example : consider P(X;), n = 3 and S = X; U X3. Then
Lp(s),(x1,X2,X3)k = h_l(Lp’(Xl),k) where h(120) = h(lzl) = 1, h(020) = 1,h(0x1) = 0, for every
x=0,1, ie., h(z1,22,23) = 21 V "23.

Claim 7 : From an automaton Ap (x,... x,.)r that accepts Lp x, .. x,.)r one gets an automaton
AP(S1,.Sm) (X1, Xn),k With same number of states that accepts Lp(s,.....s,.),(X1,....Xn ).k - HAP (X1, X0 )k
is deterministic, then Ap(s, .. s,.),(X1,....x,).k 15 also deterministic.

Claim 8 : If ¢ is a positive Boolean combination of P -atomic formulas «q,...,aq for which we
have constructed non-deterministic (resp. deterministic) automata Ay, ..., Ag with respectively Ny, ..., Ny
states, one can construct a ”product” non-deterministic (resp. deterministic) automaton for ¢ with
N7 x ... X Ny states (perhaps less after deletion of useless states).
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Claim 9 : If 6 is the sentence 3X71, ..., X,,.0 , and we have constructed an automaton A for ¢, we
obtain one, usually not deterministic even if A is, for # with same number of states, by the classical

”projection” that deletes the Boolean sequences from the constant symbols of F,g”).

Theorem 10 : Let P be a set of basic graph properties. For each P € P and for each k, let a
nondeterministic automaton Ap,(x, ... x,,),x With at most N (k) states be known. For every sentence 6
of the form 31X, ..., X,,.o0 where ¢ is a positive Boolean combination of d P-atomic formulas, a non-
deterministic automaton Ay . (over the signature Fy ) with at most N (k)? states can be constructed.

In many cases (see below) deterministic automata for the properties of P are such that N (k) = 20(+%),
The only nondeterministic transitions of Ag ¢ 1, are those associated with the constants. Then, with these
hypotheses and the notation of Theorem 6:

Theorem 11 : For every term ¢ in T(F},), one can decide in time O(| ¢ | .N(k)2?) if the graph G(t)
satisfies 0.

Proof : One can decide in time O(] ¢ | .N?) if a nondeterministic automaton with N states over a
binary signature and nondeterministic transitions limited to constants accepts a term t. In this compu-
tation, one considers 6 as fixed, and the time to fire a transition constant.

Application 12: Some basic graph properties and their automata; experiments!

We classify graph properties in terms of the numbers of states N (k) of deterministic automata that
check them.

Polynomial-sized automata.

The automata for X; C X5, X3 = 0, Sgl(X;) have no more than 4 states. For E(X;, X3) we can
build an automaton with k? + k + 2 states.

Single-exponential sized automata.

For Part(X1,..., X,) , Disjoint(X1, ..., X,) and St(X;) : 2* states.

For Link(X;, X;) and Dom(X;, X;) : 22* states.

For Path(X1, X3) , we have constructed a (non-minimal) automaton with 2+ states. Its minimization
(with the software ATUOWRITE [Dur]) has given the results shown in the following table.

Path(Xl,Xg)

cwd| A|min(A)
2] 25 12
3| 214 128
43443 2197

For NoCycle(Xy) : 20() states.

For d-vertex coloring, we get, by Theorem 10, a nondeterministic automaton with 2¥¢ states.

We have been able to construct minimal deterministic automata for the following values of (k,d)
shown in the following table.

Vertex coloring

cwd|d| Aldet(A)|min(A)
2|12| 16 12 8
2|13| 64 37 14
2|4| 256 96 23
2|5|1024| 213 36
32| 64| 406 56
3|3| 512 00

! The tables contain the number of states of the considered automata. The symbol co means that the computation
did not finish but did not run out of memory.
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Double-exponential sized automata.

For checking connectivity, one can build a deterministic automaton with 22" states. If k = 2p + 1,
the corresponding minimal deterministic automaton has more than 22° states. However, for connectivity
of graphs of degree at most d, which may be enough in practice, we can build a single-exponential sized
automaton with 20((40)%) states.

For having a circuit, we get 9 states for cwd = 2 and 81 for cwd = 3 and the program runs out of
memory for cwd = 4. For indegree at most 1, we get :

cwd|| 2| 3| 4 5
Al24]123]621|3120

Perspectives: To make these constructions usable, we will not try to tabulate and minimize au-
tomata, but rather, we will describe their transitions by clauses. We will compute a transition each time
it is necessary for running the automaton on a given term.
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Abstract. We report on two recent results concerning the logical structure and the underlying
graphs of propositional proofs.

First, we consider the genus of a proof as a measure of proof complexity and we discuss a few
geometrical properties of logical flow graphs of proofs, with and without cuts, with the purpose in
mind to represent how complicated a cut-free proof can be. The main result says that arbitrarily
complicated non oriented graphs, that is graphs of arbitrarily large genus, can be encoded in a
cut-free proof. This fact was proved by Richard Statman in his thesis written in the early seventies
and never published. We reformulate Statman’s result in a purely graph theoretical language and
give a proof of it. We show that there are several ways to embed non oriented graphs of arbitrary
complexity into cut-free proofs and provide some other direct embeddings of arbitrarily complex
non oriented graphs into proofs possibly with cuts. We also show that given any formal circuit, we
can codify it into a proof in such a way that the graph of the circuit corresponds to the logical flow
graph of the encoding proof [1].

Second, we look at propositonal proofs by reformulating them in the more general framework of
combinatorial mappings. Combinatorial proofs are abstract invariants for sequent calculus proofs,
similarly to homotopy groups which are abstract invariants for topological spaces. Starting from
the observation that sequent calculus fails to be surjective onto combinatorial proofs, we extract
a syntactically motivated closure of sequent calculus from which there is a surjection onto a com-
plete set of combinatorial proofs. We characterize a class of canonical sequent calculus proofs for
the full set of propositional tautologies and derive a new completeness theorem for combinatorial
propositions. The result is based on a definition of a mapping between combinatorial proofs and
sequent calculus proofs which explicitly links the logical flow graph of a proof to a skew fibration
between graphs of formulas. The categorical properties relating the original and the new mappings
are explicitly discussed [2].
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1. Introduction. A major aim in the development of algorithms for hard problems is to decrease the running time.
In particular one asks for algorithms that are optimal: A deterministic algorithm A deciding a language L C X*
is optimal (or (polynomially) optimal or p-optimal) if for any other algorithm B deciding L there is a polynomial
p such that

ta(z) < p(ts(z) + |2]) (D

for all z € X*. Here ta(«) denotes the running time of A on input . If (1) is only required for all 2z € L, then A
is said to be an almost optimal algorithm for L (or to be optimal on positive instances of L).

Various recent papers address the question whether such optimal algorithms exist for NP-complete or coNP-
complete problems (cf. [1]), even though the problem has already been considered in the seventies when Levin [4]
observed that there exists an optimal algorithm that finds a witness for every satisfiable propositional formula. Fur-
thermore the relationship between the existence of almost optimal algorithms for a language L and the existence
of “optimal” proof systems for L has been studied [3, 5].

Here we present a result (see Theorem 2.1) that can be interpreted as stating that (under the assumption of the
existence of one-way functions) there is no optimal probabilistic algorithm for SAT.

2. Probabilistic speed-up. For a propositional formula o we denote by ||«|| the number of literals in it, counting
repetitions. Hence, the actual length of any reasonable encoding of « is polynomially related to |||
The main result of this abstract reads as follows:

Theorem 2.1. Assume one-way functions exist. Then for every probabilistic algorithm A deciding S AT there exists
a probabilistic algorithm B deciding SAT such that for all d € N and sufficiently large n € N

1
Pr [there is a satisfiable o with ||| = n such that A does not accept o in at most (tg(a) + ||a||)? steps| > 5

Note that ty () and tg(«) are random variables, and the probability is taken over the coin tosses of A and B on
.

Here we say that a probabilistic algorithm A decides SAT if it decides SAT as a nondeterministic algorithm,
that is

a € SAT = Pr[A accepts a] > 0,
a ¢ SAT = Pr[A accepts o] = 0.

In particular, A can only err on ‘yes’-instances.
Note that in the first condition the error probability is not demanded to be bounded away from 0, say by a
constant ¢ > 0. As a more usual notion of probabilistic decision, say A decides SAT with one-sided error ¢ if

o € SAT = Pr[A accepts a] > 1 — ¢,
a ¢ SAT = Pr[A accepts o = 0.

For this concept we get
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Corollary 2.2. Assume one-way functions exist and let € > 0. Then for every probabilistic algorithm A deciding

SAT with one-sided error € there exists a probabilistic algorithm B deciding SAT with one-sided error € such that
for all d € N and sufficiently large n € N

1

Pr [there is a satisfiable o with ||| = n such that A does not accept o in at most (tg(a) + ||a|)? steps| > £

This follows from the fact that in the proof of Theorem 2.1 we choose the algorithm B in such way that on any
input « the error probability of B on « is not worse than the error probability of A on a.

3. Witnessing failure. The proof of Theorem 2.1 is based on the following result.

Theorem 3.1. Assume that one-way functions exist. Then there is a probabilistic polynomial time algorithm C
satisfying the following conditions.

(1) Oninput n € N in unary the algorithm C outputs with probability one a satisfiable formula (3 with || 3| = n.
(2) Forevery d € N and every probabilistic algorithm A deciding SAT and sufficiently large n € N

1
Pr [A does not accept C(n) in n? steps] > 3

In the terminology of fixed-parameter tractability this theorem tells us that the parameterized construction
problem associated with the following parameterized decision problem p-COUNTEREXAMPLE-SAT is in a suit-
ably defined class of randomized nonuniform fixed-parameter tractable problems.

Instance: An algorithm A deciding SAT and d,n € N in unary.
Parameter: ||A|| + d.
Problem: Does there exist a satisfiable CNF-formula o with ||«|| = n such
that A does not accept o in n? many steps?

Note that this problem is a promise problem. We can show:

Theorem 3.2. Assume that one way functions exist. Then p-COUNTEREXAMPLE-SAT is nonuniformly fixed-
parameter tractable.*

This result is an immediate consequence of the following result interesting in its own right:

Theorem 3.3. Assume that one way functions exist. For every infinite I C N the problem

SAT;
Instance: A CNF-formula o with ||| € T.
Problem: Is « satisfiable?

is not in PTIME.

We consider the construction problem associated with p-COUNTEREXAMPLE-SAT, that is, the problem

Instance: An algorithm A deciding SAT and d,n € N in unary.
Parameter: ||A| + d.
Problem: Construct a satisfiable CNF-formula « with ||| = n such that
A does not accept o in n many steps, if one exists.

We do not know anything on its (deterministic) complexity; its nonuniform fixed-parameter tractability would rule
out the existence of strongly almost optimal algorithms for SAT. By definition, an algorithm A deciding SAT is a
strongly almost optimal algorithm for SAT if there is a polynomial p such that for any other algorithm B deciding
SAT

ta(er) < plts(a) + |af)
for all & € SAT. Then the precise statement of the result just mentioned reads as follows:

4 This means, there is a ¢ € N such that for every algorithm A deciding SAT and every d € N there is an algorithm that
decides for every n € N whether (A, d, n) is a positive instance of p-COUNTEREXAMPLE-SAT in time O(n°); here the
constant hidden in O( ) may depend on A and d.
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Proposition 3.4. Assume that P # NP. If the construction problem associated with p-COUNTEREXAMPLE-SAT
is nonuniformly fixed-parameter tractable, then there is no strongly almost optimal algorithms for SAT.

4. Some Proofs. We now show how to use an algorithm C as in Theorem 3.1 to prove Theorem 2.1.

Proof of Theorem 2.1 from Theorem 3.1: Let A be an algorithm deciding SAT. We choose a € N such that for
every n. > 2 the running time of the algorithm C (provided by Theorem 3.1) on input n is bounded by n%. We
define the algorithm B as follows:

B(«) /l o € CNF

1. B —C(|al).
2. if o = [ then accept and halt.
3. else Simulate A on .

Let d € N be arbitrary. Set e := d- (a+2) + 1 and fix a sufficiently large n € N. Let .S,, denote the range of C(n).
Furthermore, let T}, 5 . denote the set of all strings r € {0, 1} that do not determine a (complete) accepting run
of A on (3 that consists in at most n° many steps. Observe that a (random) run of A does not accept (3 in at most
n® steps if and only if A on 3 uses T}, s ., that is, its first at most n° many coin tosses on input /3 are described by
some r € T}, 3. Hence by (2) of Theorem 3.1 we conclude

: 2

W =

ST (PrB=C)]- Pr [reT,s.) >

Ges re{0,1}n°

Let o € S,, and apply B to «. If the execution of 5 < C(]|«||) in Line 1 yields 8 = «, then the overall running
time of the algorithm B is bounded by O (n? + tc(n)) = O(n®*') < n®*2 for n is sufficiently large. If in such

a case a run of the algorithm A on input o uses an 7 € T}, ., then it does not accept « in time n® = plat2)d+l
and hence not in time (tg(c) + ||a|)?. Therefore,

Pr [there is a satisfiable a with ||| = n such that A does not accept « in at most (tg(a) + ||c|)? steps}

>1-Pr [for every input « € S, the algorithm B does not generate « in Line 3, or A does not use Tn,a’e}

=1- ] (A=Prla=C@)])+Prla=Cn)]- Pr [r¢Thacl)

wes, re{0,1}n°
=1 1-P =C : P Thae
I @-Pa=cool _Pr e o)
[Sn
_— Zaesn (1 — Prja = C(n)] “Procqo1yne [r e Tn,a,e])
- S|
Shn
1 (1 B ZaESn Pr[a = C(n)] - Pr,cro13me [r e T717a,e])| |
| S|
1—-(1——— by (2
>1- (1= 5757 (oy @)
1
Z g O

Theorem 3.1 immediately follows from the following lemma.

Lemma 4.1. Assume one-way functions exist. Then there is a randomized polynomial time algorithm H satisfying
the following conditions.
(H1) Given n € N in unary the algorithm H computes with probability one a satisfiable CNF « of size ||« = n.
(H2) For every probabilistic algorithm A deciding SAT and every d,p € N there exists an ny q,, € N such that for
alln > ny g,
Pr [A accepts H(n) in time nd] < % + %,
where the probability is taken uniformly over all possible outcomes of the internal coin tosses of the algorithms
A and H.
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(H3) The cardinality of the range of (the random variable) H(n) is superpolynomial in n.

Sketch of proof: We present the construction of the algorithm H. By the assumption that one-way functions exist,
we know that there is a pseudorandom generator (e.g. see [2]), that is, there is an algorithm G such that:

(G1) For every s € {0,1}* the algorithm G computes a string G(s) with |G(s)| = |s| + 1 in time polynomial in
|s]-
(G2) For every probabilistic polynomial time algorithm D, every p € N, and all sufficiently large ¢ € N we have

Pr [D(G(s)) =1] —

Pr
s€{0,1}¢ re{0,1}¢+1

(In the above terms, the probability is also taken over the internal coin toss of ID.)

Let the language () be the range of G,
Q:={G(s) | s € {0,1}*}.

@ is in NP by (G1). Hence, there is a polynomial time reduction S from () to SAT, which we can assume to be
injective. We choose a constant ¢ € N such that ||S(r)|| < |r|° for every € {0, 1}*. For every propositional
formula (§ and every n € N with n > || 8]| let 3(n) be an equivalent propositional formula with ||3(n)| = n. We
may assume that 5(n) is computed in time polynomial in n.

One can check that the following algorithm H has the properties claimed in the lemma.

H(n)//n €N
1. m<—L\“/n—1J—1
2. Choose an s € {0,1}" uniformly at random.
3. B« S(G(s)).
4. Output 5(n)

O
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Abstract. We show that equivalence in finite-variable infinitary logic with rank operators can be
characterised in terms of pebble games based on set partitions. This gives us a game-based method
for proving lower bounds for FOR and IFPR, the extensions of first-order and fixed-point logic
with rank operators, respectively. As an illustration of the game method, we establish that over
finite structures, IFPRL2 #* IFPRLZ] for distinct primes p and g, where IFPR,[Dm] is the restriction
of IFPR that only has operators for defining rank of matrices of arity at most m over GF,.

1 Introduction

The question of whether there is a logical characterisation of the complexity class PTIME remains the
fundamental open problem of descriptive complexity. Most attempts to answer this question have focused
on finding suitable extensions of first-order logic that can describe exactly all properties decidable in
PTIME. In this way, Immerman and Vardi independently showed that on inputs equipped with a linear
order, inflationary fixed-point logic (IFP) expresses exactly the properties in PTIME [6, 9]. In the absence
of an order, IFP is too weak to express all properties in PTIME. In particular, it fails to define very simple
cardinality properties. This immediate deficiency is easily solved by extending the logic with counting
terms, which gives us fixed-point logic with counting (IFPC), which was at one time conjectured to be
a logic for PTIME. However, Cai, Fiirer and Immerman later showed that this logic still falls short of
capturing PTIME [2].

Since the result of Cai et al., a number of examples have been constructed of polynomial-time decidable
properties that are not expressible in IFPC. Recently it was observed that all these examples can be
reduced to the problem of determining the solvability of systems of linear equations (see [1,3,4]). Over
finite fields, this can be further reduced to the problem of computing the rank of a definable (unordered)
matrix. Computing rank can be understood as a generalised form of counting where, rather than counting
the cardinality of a definable set, one is allowed to count the dimension of a definable vector space.
This suggests that the key weakness of IFPC is that the form of counting it incorporates is too weak.
In [4], Dawar et al. proposed fixed-point logic with rank (IFPR), an extension of IFP with operators for
computing the rank of a matrix over a fixed prime field. It is shown in [4] that IFPR can express various
polynomial-time properties known to separate IFPC from PTIME. It is an open question whether IFPR
captures PTIME.

Despite some positive results on the expressive power of logical rank operators, not much is known
about their limitations. For instance, it is not even known whether first-order logic with rank (FOR) is
strictly less expressive than IFPR over finite structures, although that would seem likely. To establish
such separations we seem to lack general methods for proving inexpressiblity in FOR and IFPR. This
leads us to consider variations of Ehrenfeucht-Fralssé-style pebble games, which form an essential tool
for analysing expressiveness of other extensions of first-order logic, such as IFP and IFPC.

In this abstract we introduce a new pebble game based on set partitions that characterises expressivity
in an infinitary logic with rank quantifiers, which subsumes both FOR and IFPR. This type of game
turns out to be quite generic, with standard games for both IFP and IFPC occurring as special cases.
As an illustration of the game method, we establish that over finite structures, IFPRI[DQ] =+ IFPREIQ] for
distinct primes p and ¢, where IFPRLm] is the restriction of IFPR that only has operators for defining

rank of matrices of arity at most m over GF,. This partially resolves one of the open questions posed in
[4]. Due to space constraints, details of all proofs are omitted.
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2 Rank Logics

We assume that all structures are finite and all vocabularies are finite and relational. For a logic £, we
write A =* B to denote that the structures A and B are not distinguished by any sentence of £. We
write |A| for the universe of a structure A and write |A| for the cardinality of |A|. We often denote
tuples (v1,...,v;) by v and denote their length by |v].

Inflationary fixed-point logic (IFP) is obtained by adding to first-order logic the ability to define
inflationary fixed-points of inductive definitions. It is easily shown that on finite structures, IFP fails to
express very simple cardinality queries. We define counting terms #x to denote the number of elements
that satisfy the formula ¢. By adding to IFP rules for building counting terms, we obtain inflationary
fixed-point logic with counting (IFPC). For a detailed discussion of these logics we refer to the standard
literature [5, 7].

Definable matrices over finite fields. We write [m] to denote the set {0,...,m — 1}, for m > 1.
For sets I and J, an I x J matrix over the prime field GF, can be seen as a function M : I x J — [p].
Here the rows of M are indexed by I and the columns of M are indexed by J. Observe that the sets I
and J are not necessarily ordered. Natural matrix properties, such as singularity and rank, are invariant
under permutations of rows and columns, and are therefore well-defined in the context of unordered row
and column sets.

Using our notation for describing matrices, a formula ¢(x,y) interpreted in a structure A defines
a GFg matrix Mj s Al®l 5 AWl — 10,1} given by Mﬁ‘(a,b) = 1 if, and only if, (A,a,b) = . More
generally, let & = (¢1(x,y),...,oi(x,y)) be an l-tuple of formulas, with 1 < I < p and p prime.
Interpreted in a structure A, these formulas define a matrix M2 : Al=l 5 AlYl — [p] given by

1
M2 (a,b) = Z iM;}i (a,b) (mod p).
i=1

For example, for any formula ¢(z), the formula (z = y A ¢(x)) interpreted in a structure A defines a
square diagonal matrix, with 1 in position (a,a) € A x A on the diagonal if, and only if, (A, a) = ¢.

Fixed-point logic with rank. We recall the basic definition of rank logics. To simplify the transition
to infinitary rank logics later, our presention of rank operators differs slightly from that of Dawar et
al. [4], although the two definitions can be seen to be equivalent. Specifically, in [4] we consider matrices
over GF,, defined by a single number term modulo p, instead of looking at tuples of formulas as we do
below.

Inflationary fixed-point logic with rank (IFPR) has two sorts of variables: x1, 23, ... ranging over the
domain elements of the structure, and v, vo, ... ranging over the non-negative integers. All quantification
of number variables has to be bounded. Thus, is if v is a number variable, its binding quantifier must
appear in the form (Vv < t ¢) or (v < t ¢) for a numeric term ¢ and a formula ¢. In addition,
we also have second-order variables X, Xs,..., each of which has a type which is a finite string in
{element, number}*. Thus, if X is a variable of type (element,number), it is to be interpreted by a binary
relation relating elements to numbers. We write ifpy, ., <;¢ for the inflationary fixed-point of ¢ over

the relation variable X of type (element‘wl7 number‘"‘), where the number variables in v are bounded by
the numeric terms in ¢. By closing first-order logic under the formation of inflationary fixed-points, we
get IFP in a two-sorted setting. The logic IFPR is obtained by extending the formula-formation rules of
IFP with a rule for building rank terms in the following way:

for prime pand I € {1,...,p— 1}, if & = (p1(x,y),..., (2, y)) is an [-tuple of formulas and x
and y are tuples of variables of the first sort, then rk,(x, y)® is a term.

The intended semantics is that rk,(z,y)® denotes the rank (i.e. the member of the number sort) over
GF), of the matrix defined by the formulas ¢. More generally, we can define rank terms for formulas &
with number variables. In this case, all free number variables have to be bounded by number terms, as
is described in more detail in [4]. The arity of a rank operator rky(x,y) is || + |y|, where & and y are
assumed to be tuples of distinct variables.
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We write IFPR™! for the fragment of IFPR in which all rank operators have arity at most m and
write IFPR,, to denote the fragment where only rank operators rk, are allowed. Putting the two together,
we obtain logics IFPRL’”] where only rank operators rk, of arity at most m are allowed.

It is easy to see that rank logics can express the cardinality of any definable set. Indeed, for a formula
¢(x) and prime p, the rank term rk,(z,y)(z = y A ¢(z)) is equivalent to the counting term #xz¢, as the
rank of a diagonal matrix is exactly the number of non-zero entries along the diagonal. This immediately
implies that each of the rank logics IFPR,, is at least as expressive as IFPC.

Infinitary rank logics. For each natural number ¢ and prime p, we consider a quantifier rk;) where A =
rk;a:y (¢1,---,pp_1) if, and only if, the rank of the |A|I®/ x| A|l¥! matrix defined by (p1(z,y), ..., p_1(x,y))
over A is 4. Here the rank is taken over GF,,. Let RF denote k-variable infinitary logic with rank quan-
tifiers. The logic R* is given by R* = J,, RE. That is, R¥ consists of infinitary rank formulas in
which each formula has only finitely many variables. We let R’; denote the sublogic of R* where only
rank quantifiers of the form rk; are allowed. We also write R¥[™ and Rﬁ;[m] to denote the fragments

of R* and R’;,
rk;acy is |z| + |y|. Clearly, m < k. It can be shown that every formula of IFPRZ[,m] is equivalent to one
of RZM = Ukew REI™ Hence, IFPR C R¥. Tt is shown in [4] that for any m > 2, R&[M is strictly less
expressive than R¥[™ 1 Hence also IFPR™ C TFPRI™+1,

respectively, with rank quantifiers of arity at most m, where the arity of a quantifier

3 Games for Logics with Rank

We give a game characterisation of equivalence in the logics R’;;[m}. To describe the game we will use the
following notation. Let I and J be finite sets, P a set partition of I x J, and 7 : P — [p] a labeling of
the parts in P, with p prime. Then M$ denotes the I x J matrix over GF), defined by

MY (i,j) =a € [p] < IP P ((i,j) € PAy(P) = a).

We first consider the game for R],f;[m] when m = 2. The game board of the k-pebble 2-ary rank partition
game over GF,, consists of two structures A and B and k pairs of pebbles (a;, b;), 1 < i < k. The pebbles
ai,...,a; are initially placed on the elements of an [-tuple s of elements in A, and the pebbles by, ..., b
on an [-tuple t in B, | < k. There are two players, Spoiler and Duplicator. At each round, Spoiler picks
up two pairs of corresponding pebbles (a;,b;) and (aj,b;) for some ¢ and j. Duplicator has to respond
by choosing (a) partitions P of A x A and Q of B x B, with |P| = |Q|; and (b) a bijection f : P — Q,
such that for all labelings v : P — [p],

rk,(MP) = rk,(M &

2

Here f(v) : Q — [p] is the labeling of Q defined by f(7)(Q) = v(f~1(Q) for all Q € Q. Spoiler next
picks a part P € P, and places the pebbles (a;,a;) on an element in P C A x A and places the pebbles

(bi,b;) on an element in f(P) C B x B. This completes one round in the game. If, after this exchange,
the partial map f : A — B given by a; — b; is not a partial isomorphism, or Duplicator is unable to
produce the required partitions, then Spoiler has won the game; otherwise it can continue for another
round.

For the more general case of m-ary rank quantifiers over GF),, we modify the above game so that
at each round, Spoiler starts by choosing two integers r and s with r + s = m. He then picks up m
pebbles in some order from A and the m corresponding pebbles in the same order from B. Duplicator
has to respond by choosing partitions P and Q of A” x A® and B" x B?, respectively, and a bijection
f P — Q between the two partitions. The rest of the round proceeds in exactly the same way as above,
with Spoiler finally choosing a part P € P and placing the m pebbles in A on an element in P (in the
order they were chosen earlier) and the corresponding m pebbles in B on an element in f(P) (in the
same order). We denote the k-pebble m-ary rank partition game over GF, played on structures A and

B by G,""(A,B).

Theorem 1. Duplicator has a strategy for playing gf;?[m] (A, B) forever if, and only if, A —r;" B,
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Write LF to denote k-variable infinitary logic and C* to denote the extension of L* with counting
quantifiers (see [7] for more details). The idea behind the rank partition game can also be used to give
alternative characterisations of the relations =" and =C". At each round in the k-pebble cardinality
partition game on A and B, the Spoiler picks up a pair of pebbles (a;, b;) for some i. Duplicator has to
respond by choosing (a) partitions P of A and Q of B, with |P| = |Q|; and (b) a bijection f : P — Q,
such that for all parts P € P: |P| = |f(P)|. Spoiler then picks a part P € P, and places a; on an
element in P C A and places b; on an element in f(P) C B. This completes one round in the game. If
Duplicator fails to produce the required partitions or the partial map defined by the pebbled elements
is not a partial isomorphism, then Spoiler wins the game. Otherwise it can continue for another round.
It can be shown that Duplicator has a strategy to play this game forever if, and only if, A =C" B.
Similarly, we can define the k-pebble partition game in exactly the same way as above, except we drop
the requirement that the corresponding parts have to have the same size, i.e. Duplicator does not have
to show that |P| = |f(P)| for all P € P. It can be shown that Duplicator has a strategy to play this
game forever if, and only if, A =L" B. These two games can be seen as special cases of the generic rank
partition game, which of course reflects the fact that the corresponding infinitary logics are both certain
restrictions of infinitary rank logic.

4 Separation Results

The rank partition game can be used to delimit the expressive power of the rank logics restricted to a
fixed arity and prime p. Specifically, using the game, we can show the following.

Theorem 2. For all primes p and q where ¢ =1 (mod p), there is a property of finite graphs which is
definable in FOR?] but not in R;;[Q].

The basic idea of the proof is as follows. For all primes p and ¢ where ¢ = 1 (mod p), and each k > 2,
we construct a pair of non-isomorphic graphs (A}, B{) which can be separated by a sentence of FOR([f]‘
We then show that Duplicator has a winning strategy in the game g,’.? 2 (A,B{), which shows that the
classes of graphs (A{)r>2 and (B}),>2 are not definable in Rg;m. The graphs (A],B}) are based on
a construction of Tordn [8]. This is essentially a way of encoding an arithmetic circuit modulo ¢ into
a given graph G. For instance, for ¢ = 2 we get the graphs defined by Cai et al. [2] used to separate
IFPC from PTIME. By starting with graphs G of large enough treewidth, we can ensure that for each k,
Duplicator can hide the difference between A} and B{ when playing the k-pebble rank partition game.
Note that ¢ =1 (mod p) is required only for technical reasons in the proof; we believe the same method
can be generalised for all distinct primes p and ¢. This gives us the following corollary, which partially
resolves one of the open questions posed in [4].

Corollary 1. For all primes p and g where ¢ =1 (mod p), IFPRI[)Q] =+ IFPR(?].
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How definitions, equivalent for Turing machines, cease to be
equivalent, when generalized to Ordinal Time Turing Machines

Barnaby Dawson
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1 Extended Abstract

Mathematical models of hypercomputation, generalise Turing machines to allow for calculations that can be
rigorously defined, but which could not be performed on a Turing machine, regardless of the time or memory
it is assumed to possess. Various mathematical models of hypercomputation have been proposed in the past,
notably the infinite time Turing machines of Hamkins & Lewis [1] and the Ordinal Time Turing Machines
(OTTMs) of Koepke, Dawson and Bissell-Siders [2]. In recent years, other machine configurations have been
proposed, including several bounded versions of OTTMs and ordinal time register machines. Koepke and
Bissell-Siders [3] have even defined a programming language for an ordinal time register machine [4].

The OTTM is particularly interesting from a set theoretic point of view, as it is potentially unbounded in
its operation, takes sequences of ordinal length as input, and returns such sequences as output. Its operation
is pleasingly concrete, and has been linked to constructibility in set theory.

Unlike the situation for finite binary sequences, not all infinite binary sequences can be generated by an
OTTM. Those that can, are called computable. Some sets are not computable, but can be recognised using
a computable test. Those sets are called recognisable. The study of which sets are computable, and which
recognisable, is of interest in applying ideas from Hypercomputation in set theory. OTTMs may also be run
for o much time where « is a limit ordinal with weak closure properties (for instance admissibility). An
admissible ordinal « is an ordinal with the property L, = K P (where KP is Kripke-Platek set theory).

Furthermore for Turing computation many concepts have multiple equivalent definitions. In particular, com-
puting from an oracle, and the Turing computability relation, both admit several apparently distinct, yet
nevertheless equivalent definitions. We define various a-computers from OTTMs operating with an « length
tape (where « is admissible). We show that many definitions that are equivalent for Turing machines are no
longer equivalent, when generalized to a-time.

For the a-computers we present the varying alternative definitions and investigate their differing con-
sequences. We also give example sets which are recognisable for the OTTM. Finally we will describe several
basic features a computability notion should be expected to possess and discuss which of the varying a-
computers deliver these features.

(1) J. Hamkins and A. Lewis. Infinite time turing machines. Journal of Symbolic Logic, 65(2):567-604, 2000.
(2) P. Koepke. Turing computations on ordinals. Bulletin of Symbolic Logic, 11(3):377-397, 2005.

(3) R. Bissell-Siders P. Koepke. Register computations on ordinals. 47(6):529-548, 2008.

(4) R. Miller P. Koepke. An enhanced theory of infinite time register machine, In C. Dimitracopoulos A.
Beckmann and B. Loewe, editors, Logic and theory of algorithms, volume 5028 of Lecture. Notes in Com-
puter Science, pages 306-315. Athens University, Springer. 2008.
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1 Introduction

Classical computability theory introduces a wide range of computational models which attempt to for-
malise the intuitive notion of effective computability. Despite their vast dissimilarity all these approaches
turn out to define the same class of computable functions. This equivalence gives rise to the CHURCH-
TURING thesis proposing the notion of recursiveness as the formal counterpart of the concept of effective
computability.

Theorem 1 (P. Odifreddi [7]). For f : w — w the following are equivalent:

. [ is recursive.

. [ is finitely definable.

. f is TURING machine computable.

. [ is register machine computable.

. [ is GODEL-HERBRAND computable.
. [ is A-definable.

D Gr AN L~

Ordinal computability generalises these models of computation from a set theoretical point of view.
In this paper we present ordinal versions of the notions referred to in Theorem 1 and establish their
equivalence. Just like in the finitary case the identified class of functions proves resistant to technical
variations of its definition. It is thus a stable and well-characterised class of effectively computable ordinal
functions.

2 Ordinal Recursive Functions

The following definition proceeds in close analogy to the definition of (primitive) recursive functions on
the natural numbers.

Definition 1 (R. Jensen, C. Karp [2]). f : Ord — Ord is a primitive recursive ordinal function iff
it is generated by the following scheme.

— Initial functions Py ;(x1,...,2p) =x; (for1<i<n<w), F(z)=0, F(z)=2+1,
— Case distinction C(z,y,u,v) =z, if u < v, =y otherwise.

Substitution F(x,y) = G(z, H(y),y), F(x,y) = G(H(y),y)

Primitive recursion F(z,x) = G(U{F(u,xz) | u € z},2,x)

f : Ord — Ord is an ordinal recursive function iff it is generated by the above scheme together with.:
— Minimisation rule F'(x) = min{¢ | G(§,x) = 0}, provided V&3¢ G(§,z) =0

Theorem 2 (R. Jensen, C. Karp [2]). f: Ord — Ord is ordinal recursive iff it is A1 (L).
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3 Ordinal Turing Machines

We use the notion of ordinal TURING machines (OTM) introduced in [3]. A standard TURING program
operates on a tape of ordinal length for possibly ordinal many steps. The behaviour at successor stages
resembles that of finite TURING machines. At limit times the configuration is determined by a limit
rule: Program state, position of the read-write head and cell contents are set to inferior limits of their
respective prior values.

Ordinals o can be represented on the tape as characteristic functions x,y of singleton sets. A function
f:Ord — Ord is said to be OTM computable if there is a TURING program which generates the tape
content X{y(q)} from such a representation of «.

In view of the desired equivalence we state:

Theorem 3 (P. Koepke, B. Seyfferth [5]). f: Ord — Ord is OTM computable iff it is N1 (L).

Since any OTM computation can be carried out inside the constructible universe L, the first half of
the proof amounts to verifying absoluteness properties of OTM computations. The proof of the other
implication proceeds by computing a bounded truth predicate for the constructible universe L.

4 Ordinal Register Machines

Pursuing the strategy of the previous section ordinal register machines (ORM) are obtained by general-
ising standard register machines. We permit arbitrary ordinals as contents for the finitely many registers
and again use inferior limit rules to allow for computations of ordinal length.

Theorem 4 (P. Koepke, R. Siders [4]). f: Ord — Ord is ORM computable iff it is AN (L).

The proof again involves the recursive computation of a bounded truth predicate. Coding stacks of
ordinals as ordinal values this recursion can be implemented in the seemingly restricted setting of having
only finitely many registers at one’s disposal.

5 Ordinal Godel-Herbrand Computability

Section 5 and 6 represent work in progress. Standard GODEL-HERBRAND computability applies sub-
stitution and replacement rules to finite systems of equations. In close analogy to the definitions of
KRIPKE [6] we allow assignments of ordinal values and obtain the notion of ordinal GODEL-HERBRAND
computability.

Congecture 1. f : Ord — Ord is ordinal GODEL-HERBRAND computabable iff it is A (L).

6 Ordinal \-Calculus

Ongoing joint work with B. Seyfferth suggests the possibility to extend the A-calculus to transfinite
strings. The generalisations are motivated by the aim to make A-computability as strong as the other
notions of ordinal computability.

Congecture 2. f : Ord — Ord is ordinal A-definable iff it is Ay (L).

7 Conclusion

Summarising the above results we formulate an ordinal version of Theorem 1:
Corollary 1. For f: Ord — Ord the following are equivalent:

1. f is ordinal recursive.
3. f is OTM computable.
4. f is ORM computable.

The conjectures of Section 5 and 6 would complete the picture. The models presented in the previous
sections give different characterisations of effectively computable ordinal functions. Their equivalence
suggests to accept the following analogue of the classical CHURCH-TURING thesis:

Thesis 1. Every effectively computable ordinal function is ordinal recursive.
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Hardness of Instance Compression and Its Applications*
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Bodlaender, Downey, Fellows and Hermelin [2] and Harnik and Naor [3] raise the following question
which has relevance to a wide variety of areas, including parameterized complexity, cryptography, proba-
bilistically checkable proofs and structural complexity. This question asks whether the OR-SAT problem
(given a list of formulae, is at least one satisfiable) is compressible.

Question 1. Is there a function f that, given as input m Boolean formula ¢1, ..., ¢, where each ¢; has
length at most n (possibly much less than m), has the following properties?

— f is computable in time polynomial in m and n,
— f(¢1,...,dm) is satisfiable if and only if at least one of the ¢; are satisfiable, and
— |f(¢1,...,bm)| is bounded by a polynomial in n.

Fortnow and Santhanam [1] essentially settle this question in the negative by showing that a positive
answer to Question 1 implies that the polynomial-time hierarchy collapses. They actually show the
following stronger statement, in which f is allowed to map to an arbitrary set.

Theorem 1. If NP is not contained in coNP /poly then there is no set A and function f such that given
m Boolean formula ¢q, ..., ¢, where each ¢; has length at most n, f has the following properties

— [ is computable in time polynomial in m and n,
— f(d1,...,0m) € A if and only if at least one of the ¢; are satisfiable, and
— |f(¢1,...,0m)| is bounded by a polynomial in n.

Bodlaender et al. [2] arrive at Question 1 from the perspective of parameterized complexity. Param-
eterized complexity asks about the complexity of NP problems based on some inherent parameter, like
the number of variables in a formula or clique size in a graph. In parameterized complexity, feasibility
is identified with fized-parameter tractability. A problem is fixed-parameter tractable (FPT) if it has an
algorithm running in time f(k)n®®) where n is the input size and f(k) is an arbitrary function of the
parameter k. One technique to show fixed-parameter tractability is kernelization, where one reduces the
solution of the given instance to the solution of an instance of size depending only on the parameter; this
new instance is called a “problem kernel”. Chen et al. [4] show that a problem is FPT if and only if it has
a kernelization. However, in general, the kernel can be arbitrarily long as a function of the parameter.

It is a fundamental question in parameterized complexity as to which problems have polynomial-size
kernels [5,6]. Bodlaender et al. [2] develop a theory of polynomial kernelizability, and define a notion
of strong distillation which is useful in this context. A problem L has a strong distillation function if
there is a polynomial-time computable function f that takes inputs 1, ..., 2, and outputs a y with |y|
bounded by a polynomial in max; |x;|, such that y is in L if and only if at least one of the z;’s are in
L. Question 1 is equivalent to asking if SAT has a strong distillation. Bodlaender et al. conjectured that
the answer to Question 1 is negative, and under that conjecture showed that the parameterized versions
of several NP-complete problems do not have polynomial kernelizations, including k-Path and k-Cycle.
Theorem 1 confirms the conjecture of Bodlaender et al. modulo a widely-believed complexity-theoretic
assumption, a rare connection between parameterized complexity and a traditional complexity-theoretic
hypothesis.

Harnik and Naor [3] arrived at essentially Question 1 with a very different motivation, cryptographic in
nature. An NP language L is instance compressible if there is some polynomial-time computable function
f and a set A in NP such that x is in L if and only if (f(z),11*l) is in A, and |f(z)| is bounded by a
polynomial in the length of a witness for x.! They showed that if the Satisfiability problem is compressible

* Much of this extended abstract draws from the paper by Fortnow and Santhanam [1].
** Supported in part by NSF grants CCF-0829754 and DMS-0652521.
! Harnik and Naor actually allow |f(z)| to be bounded by a polynomial in both the length of the witness and
log |z| though Fortnow and Santhanam [1] observe this variation is actually equivalent to the above formulation.
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then collision resistant hash functions can be constructed from one-way functions. If an even stronger
compressibility assumption holds, then oblivious transfer protocols can be constructed from one-way
functions. This would imply that public-key cryptography can be based on one-way functions, solving
one of the outstanding open problems in theoretical cryptography.

The cryptographic reductions of Harnik and Naor also follow from a weaker assumption than com-
pressibility of SAT, namely the compressibility of the OR-SAT problem. In the OR-SAT problem, a list
of m formulae ¢1 ... ¢, each of size at most n is given as input, and a “yes” instance is one in which at
least one of these formulae is satisfiable. Note that the size of a witness for OR-SAT is bounded above by
n, hence compressibility of OR-SAT implies a positive answer to Question 1. Harnik and Naor describe
a hierarchy of problems including Satisfiability, Clique, Dominating Set and Integer Programming, the
compression of any of which would imply the compression of the OR-SAT problem. Thus Theorem 1
shows that none of these problems are compressible unless the polynomial-time hierarchy collapses. From
a cryptographic point of view, this result indicates that the approach of Harnik and Naor may not be
viable in its current form.

Theorem 1 is directly relevant to the question of whether there are succinct PCPs for NP, which has
been raised recently by Kalai and Raz [7]. A succinct PCP for an NP language L is a probabilistically
checkable proof for L where the size of the proof is polynomial in the witness size n rather than in
the instance size m. Current proofs of the PCP theorem [8-10] do not yield such PCPs. Kalai and Raz
state that the existence of succinct PCPs “would have important applications in complexity theory and
cryptography, while a negative result would be extremely interesting from a theoretical point of view”.
Fortnow and Santhanam [1] show such a negative result: unless NP C coNP/poly and the Polynomial
Hierarchy collapses, SAT does not have succinct PCPs, nor do problems like Clique and DominatingSet.
On the other hand, polynomially kernelizable problems such as VertexCover do have succinct PCPs.

Chen, Flum and Miiller [11] give further applications to kernelization.

Buhrman and Hitchcock [12] use Theorem 1 to show implications of NP-complete problems reducing
to subexponential-size sets. Mahaney [13] showed that if there are NP-complete sparse sets (polynomial
number of strings at every length) then P=NP. Karp and Lipton [14] show that if NP has a Turing-
reduction to sparse sets than NP is in P/poly. But we had no known polynomial-time consequences of
reductions to larger sets. Buhrman and Hitchcock use the proof of Theorem 1 to show that there are no
NP-complete sets of size 27" unless NP is in coN P/poly. More generally they show that if NP is not in
coNP/poly then for every set A of size 2"0“), there is no reduction from Satisfiability to A using n'~¢
adaptive queries to A for any fixed € > 0.

Dell and van Melkebeek [15] generalize Theorem 1 and show limitations on getting even small im-
provements on certain NP-complete problems. For example they show that one cannot compress k-CNF
satisfiability or vertex cover on k-uniform hypergraphs to inputs of length n*~¢ for any € > 0.

Proof. (Theorem 1) Let ¢ be any formula of size at most m consisting of the disjunction of formulae
each of size at most n. By the assumption on compressibility of OR-SAT, there is a language A and a
function f computable in deterministic time poly(m) such that |f(¢,1")| < O(poly(n,log(m))), and ¢ is
satisfiable iff f(¢,1™) € A. Let ¢ be a constant such that the length of compressed instances on OR-SAT
formulae of size at most m and parameter at most n is at most k = (n + log(m))°.

Now let S be the set of unsatisfiable formulae of size at most n and T be the set of strings in A of
length at most k. The function f induces a map g : S™/™ — T, since a tuple of m/n formulae of size n
can be represented in size m in a natural encoding scheme, and the correctness of the reduction implies
that a disjunction of m/n unsatisfiable formulae maps to a string in A of length at most k.

Our strategy will be as follows: we will attempt to find a poly(n) size set C' of strings in T', such that
any formula in S is contained in at least one tuple that maps to a string in C' under the mapping g. If such
a set C exists, then we have a proof with advice of unsatisfiability of a formula z of size n, by guessing a
tuple of m/n formulae of size at most n such that z belongs to the tuple, and then checking if the tuple
maps to a string in C. The check whether the tuple maps to a string in C' can be done with polynomial
advice, by enumerating the strings in C' in the advice string. Any unsatisfiable formula will have such a
proof with advice, just by the definition of C. Conversely, any tuple containing a satisfiable formula will
map to a string in A and hence to a string in C, implying that no satisfiable formula will have such a
proof. If m = poly(n), then the proof is polynomial-size, and since the advice is polynomial-size as well
by assumption on C, we get that coNP C NP /poly.
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Thus the proof reduces to showing the existence of a set C' with the desired properties. The proof is
via a purely combinatorial argument. We employ a greedy strategy, trying to “cover” as many strings
in S as possible with each string we pick in C. We prove that such a greedy strategy terminates after
picking polynomially many strings.

We pick the set C' in stages, with one string picked in each stage. Let C; be the set of strings picked
at or before stage i, |C;| = i. Let S; denote the set of strings y in S, such that y is not part of a tuple
that maps to a string in C; under g. Let X = $™/" and X; C X be the set of tuples that do not belong
to the pre-image set of S; (under the mapping g).

At stage 0, C; is the empty set, S; = S and X; = X. We proceed iteratively as follows. If S; is empty,
we stop. Otherwise, at stage i, we pick the string in T with the maximum number of pre-images in X;_1,
and add it to C;.

We show that if m is picked appropriately as a function of n, then this process concludes within
poly(n) stages. It is enough to show that the size of S; decreases by at least a constant factor in each
stage. Since |S| < 2"*1, this implies that the process concludes after O(n) stages.

Now we analyze the decrease in the size of S;. By the pigeonhole principle, at least |X;_ ;|/2F+!
tuples are in X;_; — Xj, i.e., are pre-images of the newest string in C;. This implies that at least
|Xi,1|”/m/2’m/m elements are in S;_1 — 5;, since the set of all m/n-tuples with elements in S;_1 — 5;
is contained in X;_; — X; and has cardinality |S;_; — S;|™/™. But we have |X;_1|™/™ > |S;_1|, since
the set of m/n-tuples of elements in S;_; is contained in X;_;. Hence |S;_1 — S;| > |S;_1|/2¥"/™. Since
k < (log(m) + n)¢ for some constant ¢, we can pick a constant ¢’ > ¢ large enough so that kn < m when
m =n¢ . For this choice of m, we have that [S;_; — S;| > |S;_1]/2, and therefore that |S;| < [S;_1|/2.

Thus, for this choice of m, we have that the set C has size O(n) and that m is polynomially bounded
in n. By the argument given earlier, this gives polynomial-sized proofs with polynomial advice for un-
satisfiable formulae, and implies that coNP C NP/poly. From a result of Yap [16], it follows that PH
collapses to the third level. O

Two open questions: The first is whether some negative results can be shown under a standard
assumption for the probabilistic or closely-related average-case version of compression. Such results would
have relevance to parametric hardness of approximation, and provide further evidence for the inviability
of certain approaches to cryptographic constructions. The second is the general question of characterizing
for which functions f, the compressibility of f-SAT implies collapse of PH. Here f-SAT is the natural
generalization of the OR-SAT problem to Boolean functions other than OR. This question basically
reduces to the question of whether AND-SAT is compressible, since the compression of f-SAT for non-
monotone f directly implies NP C coNP/poly, and every monotone f that depends on all its m variables
embeds either a /m sized OR or AND. Thus if we can show that (assuming NP not in co-NP/poly)
AND-SAT is not compressible, then under that same assumption f-SAT is not compressible for any f
that has no useless variables.
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Abstract. In [4], an efficient algorithm for inverting the L2 invariant is presented, which amounts
to a reduction to resolving a certain combinatorial-design problem, the so-called magic square.
While elegant, this approach does not lend itself to generalization to greater numbers of variables.
In this paper, I approach the L?-canonization problem by explicitly seeking to exploit the well-
behaved geometry of L2-theories. Specifically, I present an algorithm to invert the L>-invariant
which relies on the fact that all complete L?-theories are stable with “trivial” forking-dependence.

1 Introduction

Classically, forking-dependence is a means for developing a geometric structure theory for the class of
models of a given complete first-order theory. A structure theory generally amounts to a recipe for
building models of the theory from a reasonably succinct parametric specification — e.g. a system of
cardinal invariants — and the parameters are commonly dimensions of certain “uncomplicated building
blocks.” Thus, we can think of a “structure theory” as the infinitary analog of a model-building algorithm.
Analysis of forking-dependence is a pre-requisite of understanding the “uncomplicated building blocks”
and their interactions, and in some cases, this analysis comprises essentially all of the interesting/hard
work to be done.

In [4], an efficient algorithm for inverting the L2-invariant is presented, which amounts to a reduction
to resolving a certain combinatorial-design problem, the so-called magic square. While elegant, this
approach does not lend itself to generalization to greater numbers of variables — a resolvable higher-
dimensional magic “square” problem seems rather difficult to characterize in this case. By contrast, the
algorithm I have in mind is an adaptation of early work on w-stable and superstable theories. Ultimately,
the efficient construction of models is made possible by the availability of a uniform coordinatization
of (some of) the models over the geometries of strongly-minimal types. It then suffices to show how to
recover such a coordinatization efficiently from the L2-invariant — for this, I draw an analogy with one
of the several characterizations of forking in stable theories, the machinery of heirs and the fundamental
order on types. In the L?-scenario, one can get away with defining the fundamental order exclusively
for a certain small collection of formulas in such a way that (i) a complete analysis of forking for a
given L2-theory can be performed efficiently using only these formulas, and (ii) a coordinatization can
be recovered efficiently from the input data I?(M).

My approach does not yield a more efficient algorithm for inverting the L2-invariant, but it does
shed some light on the underlying structural properties of L? that make efficient inversion possible. In
particular, it is possible to generalize the analysis to invert the LF-invariant, k > 2, for certain well-
behaved classes of finite structures — namely, those finite structures M such that forking-dependence is
trivial in Th*(M) and in which forking can be analyzed uniformly in terms of a fixed class of “simplicial”
configurations of L*-k-types over (). Going forward, this suggests that a parametrized-complexity analysis
of the L*-canonization problem for well-behaved class of structures will be fruitful. It also suggests that
more extensive investigation of the notion of “triviality” is warranted for L*-theories. (This generalization
is pursued as a coda in the full paper, but not in this extended abstract.)

1.1 Preliminaries and notation

Throughout, we assume that T is the complete L2-theory of a finite p-structure My, where p is a finite
relational language such that ari(R) < 2 for all R € p. For brevity, set S = S3(T). We consider a
structure

G =G*(My) = (S,<,E, R, A)
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where

— < is a linear order of the universe

(p.q) € E == (Yai,a2 € Mo)[Mo = p(ar,az2) = (3b€ Mo)(Mo = q(ar,b)]
(Vp)(3'q)(R-(p,q)); thus, we write ¢ = p” to mean that R.(p,q) holds.

= (pq) € Ry < (Vai,a2 € Mo)[Mo [ p(ar,a2) <= Mo = q(az,a1)]

—peE A = (Val,ag S Mo)[./\/lo ):p(al,ag) — a1 = ag}

The structure G2(Mp) is called the game-tableau of M. Given new unary predicates, {Pp}s, where
6 ranges over complete quantifier-free 2-types, the natural expansion I?(My) of G, in which Py =
{p € S :p = 6}, is often called the complete L%-invariant of My. That Th?(My) = Th?(M,) if and
only if I?(My) = I?(M;) was established in [1]. Thus, G*(My) and I?(M,) are actually invariants of
T = Th*(My), so I am justified in writing G*(T') and I*(T).

If A is a non-empty set, then a map h: A x A — S is called a realization! if for all a1, as € A,

— (h(a1,a2),q) € E < (3b€ A)(h(a1,b) =q)
- h(al,ag)T = h(a27a1)
— h(al,ag) eEA = a = as

Clearly, the map hpq, : Mo x Mg — S, hag, (a1, a2) = tp*(ayaz; My) is a realization, and it is not difficult
to verify that if h : A x A — S is a realization, then the structure A, on A given by (a;,as) € R4 «—=
R(x1,22) € 6 € h(ay,a2) (again, 6 ranges over complete quantifier-free 2-types), is a model of T. In
particular, it’s easy to see that Mo = (Mo)n,,,- If b : M x M — S is a realization and C' C M, then
h | (C x C) corresponds to the (quantifier-free) diagram diag(C; M) of (C; M) in the language obtained
by naming each L2-2-type as a binary predicate; in the specification of the algorithm, I have found it
more convenient to speak of diagrams rather than realizations.

Again following [4], the set or = {q(z,2) € S}(T) : T = I<1zq(z,x)} can be read off from G?(T),
and T has a unique model just in case oy = S?(T'). For brevity, I will assume that T" has arbitrarily large
finite models — the alternative case being “easy.” I will also identify o7 with the diagram comprising the
union {q(c,) : ¢ € or} and {tp*(cq,cq') = ¢,¢' € o7}, and further I will assume that for every model M
of T, ¢, € M and M = ¢(c,) for all ¢ € o — that is, M contains the diagram op. Finally, the following
proposition is extremely useful in the stability-theoretic analysis:

Proposition 1 (Amalgamation). Suppose h: Ax A — S and b/ : A’ x A’ — S are realizations such
that h | (Ag x Ag) = ' | (Ag X Ag), where o C Ag = ANA’. Then there is a realization H : Bx B — S
such that hUK C H.

2 Non-forking independence

Following [2], [3], I define forking in terms of an adaptation of Morley rank (and of the local ranks; these
notions essentially coincide in the context of finite-variable logics on finite structures). Suppose My is a
model, A C My and 7 is a partial type over A.

— R(w) > 0 just in case there is a model M containing (dom(m); Mg) in which p is realized.
— R(m) > n+1iff for every m < w, there are a model M containing (dom(w); My), dom(w) C B C M,
and types qo, ..., ¢m_1 € S?(B; M) such that
e 7w C ¢; and R(q;) > n for each i < m;
e For all i < j < m, there are ¢(z,y) € S3(T) and b € B such that ¢(x,b) € ¢; and —¢(z,b) € g;.
— R(w) = oo just in case R(w) > n for all n < w.

Assuming R(r) is finite, I define deg(w) to be the smallest number m < w such that there are M contain-
ing (dom(m); M), dom(w) C B C M, and pairwise (explicitly) contradictory extensions qo, ..., ¢m-1 €
S2(B; M) of 7 such that R(q;) = R(n) for each i < m. I abbreviate R(tp?(b/A; M)) by R(b/A). If
AC BC M and p € S%(B), I say that p does not fork over A just in case R(p) = R(p | A) — otherwise,
of course, p forks over A. As is usual, I define

ALlB < R(a/BC)=R(a/C) for alla € A<“. (1)
C

! This notion is due to [4]
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Naturally, the relation L is called “non-forking independence.” In [2] and [3], the following standard
facts about non-forking independence are recovered for stable finite-variable theories (with finite models).
(Total triviality does not hold for all stable theories, but all L?-theories do have this property.)

Theorem 1. For any finite structure N, if T = Th2(N), then R(—) is always finite, and L has the
following properties:

Invariance: If (A, B,C) =2 (A',B',C"), then AL B iff A’ L. B'.
Ezistence: AL 5B.

Symmetry: A\J,CB iﬁBJ,CA.

Transitivity: A LB By iff ALoBy and AJ./CBIBQ.

Extension: IfA\J,CB and B C By, then A’ icBl for some A’ EQBC A.
Total triviality: If AL cB; Bs, then AL By or ALcBs.

S G Lo~

2.1 Triangles

A triangle is simply a set {¢1(x, y1), p2(x, y2), ¢3(y1,y2)}, where z,y1, y2 are pairwise distinct variables

and ¢y, g2, p3 € S5(T), such that (i) for some M |= T, there are b,ai,as € M such that M satisfies

#1(b,ay), ¢2(b,as), and ¢p3(ay,as), and (ii) ¢3 induces the same L2-1-type on both y; and ys. Let Tri(T)

be the set of triangles with respect to T'. We sometimes identify {¢1(z,y1), d2(x,y2), d3(y1, y2)} with the

formula ¢ (2, y1) A da2(z, y2) A d3(y1, y2), or with the expression (¢)(z,y1,y2), suppressing the subscripts.
Now, suppose M =T, A C M, and p(z) € S?(A; M). Then

Tri(p) = {(9)(2,y1,92) € Tri(T) : (Ja1, a2 € AUor)({$1(2,a1), da(w, a2), ¢3(a1,a2)} Sp)} . (2)

I define the fundamental (pre-)order, and the associated equivalence relation, as follows: for any pair of
types p, q, not necessarily over the same domain,

p<q < Tri(p) 2 Tri(q) ; p~q <= p<qgAq<p < Tri(p) = Tri(q). (3)

If M is a model, A C M and p € S?(A), I define (p) to be the set of types ¢ € S?(NN) such that p C ¢
and N is a model containing (A; M). The following theorem is proved in much the same way as the
analogous theorem of infinitary stability theory (cf. [5], proposition 17.25).

Theorem 2. For every type p, (p)/~ has a unique <-mazximal class, denoted 3(p). Moreover, if A C
B C M, where M is a model, and p € S?(B; M), then p forks over A if and only if 3(p) # B(p | A).

3 Strongly-minimal types and the algorithm

I feel it adds a bit of clarity to the presentation to expose, first, an inadequate approach to model-building
— the moving parts of this method are essentially the same as those of the correct solution, but there is
less bookkeeping to contend with. Thus, we first consider the situation of a single strongly-minimal type

Abusing notation somewhat, I define a strongly-minimal type to be a pair (C,p(x)), where C is
the diagram diag(C; M;) and p(z) € S%(C), such that R(p) = deg(p) = 1. Suppose (C,p(z)) is a
strongly-minimal type. If M is a model containing (C; M), where C = diag(C; M), and A C M, then

cly(A) = {b € p(M) : R(b/AC) = 0} = {b e p(M) : bJ,CA} (4)

When b € cl,(a), I say that b is a p-coordinate of a.

Lemma 1. Suppose (C,p) is a strongly-minimal type, C = diag(C; M1). Suppose M = T contains
(C;Ml).

1. If C C A C M, then p(x) has a unique non-forking extension to (A; M). In particular, for any
ar,az,bi,by € p(M), if ag ¢ cly(a1) and by ¢ cly(b1), then tp*(a1az) = tp?(b1bs).

2. (p(M), cl) is pregeometry/matroid.

3. If AC M, then clp(A) = Uyea clp(a).



36 Cameron Donnay Hill

4. If {d1,d2,ds} € p(M) is independent, then cl,(di,ds) N clyp(dr,ds) = clp(dy).
5. If B C p(M) is a basis of p(M) (i.e. a mazimal independent subset), then every permutation of B
extends to an automorphism of a model M’ such that p(M') = p(M).

Proposition 2. There is an algorithm @y which solves the following problem:
GIVEN: G%(T); RETURN: A strongly-minimal type (C,p).
Moreover, the running time of ®q is bounded by poly(|G2(T)|).

Proof (Sketch). Starting with Cy = o and pg o(),..., po.t—1(z), an enumeration of 1-types over or, the
algorithm greedily builds (Cit1,pit1,; + § < t) from (Cj,p;; : j < t): obtain Ci41 2 Ciyq by adding
realizations of each p; j, j < t, and then, using theorem 2, choose a forking extension p; 11 ; € S7(Cit1) of
pij, j <t,such that R(p;+1;) > 1if R(p; ;) > 1 — choosing a non-forking extension p;11,; € S3(Cj41) of
pi,j when R(p; ;) = 1. Then R(pyn o) = 1 after n < |Tri(T)| < |S3(T)|? steps. Some additional processing
is required to choose an non-forking extension p(z) of pg,(z) such that deg(p) = 1, but I omit this for
the sake of brevity.

Proposition 3. There is an algorithm ®1 which solves the following problem.:

GIVEN: G%(T), a strongly-minimal type (C,p) and a number 2 < m < w;
RETURN: The diagram D of a set (D; My) such that D = CUp(M;) and dim(p(M;)) = m,
together with an ordered basis (B, <) of p(M).

Moreover, the running time of ®1 is bounded by poly(|G2(T)|, |C|,m).

Proof (Sketch). The algorithm first invents an ordered basis by, ..., by, —1, asserting p(b;) for each i < m
and b; J,ij whenever ¢ < j < m (by part 1 of lemma 1, there is a unique 2-type over C' associated with
this independence statement). Next, the procedure invents elements to realize all of the dependent types
in S3(Cboby) extending p(z) Up(y) — thus, inventing the substructure cl,(bo, b1). Note that S5(Cboby) is
(essentially) a subset of {g(x,y) € S3(T) : ¢ = q, = p}. By parts 4 and 5 of lemma 1, it then suffices
to “copy” clp(bo,b1) to clp(bs,b5), © # j, by labeling the elements of cly(bg,b1) by permutations of m.
(Some care is needed in the bookkeeping here.) Further, it’s only necessary to consider “short” products
of transpositions, and this observation yields the bound on the running time.

From this point, the next logical step would be to simply complete the pair ((C,p), p(M)) returned by
the composition @1 o @ to a model, perhaps in a manner similar to that of proposition 3. Unfortunately,
it’s not obvious (to me, in any case), how to do this efficiently. The difficulty lies in the fact that
S2(Chgby) may be exponentially large compared to S5(T). To deal with this, I introduce the somewhat
more complicated notion of a coordinate system. A coordinate system is a tuple (C,po,...,pi—1) (say
C = diag(C; M1)) such that

— (C,p;) is a strongly-minimal type for each i < t;

— {po, ..., pt—1} is C-maximal subject to the following orthogonality condition:
For any model M containing C, C € D C M and any ¢ < j < ¢, if a € p;(M), b € p;(M), aJ,CD
and b LoD, then a L ,b.

The last condition allows the algorithm to ignore the C-part of a type when trying to realize it. Thus,
it should suffice to keep t small, and in fact, it does. The algorithm ¥, of the next proposition is largely
the same as &g above.

Proposition 4. There is an algorithm Wy which solves the following problem:
GIVEN: G%(T); RETURN: A coordinate system (C,po, ..., pi—1)-

Moreover, the running time of Wy is bounded by poly(|G*(T)|).

Proposition 5. There is an algorithm W which solves the following problem:

GIVEN: G%(T), a coordinate system (C,po,...,pi—1) of T and parameters 2 < mq, ...,my_1 < w.
RETURN: A model M containing C such that dim(p;(M)) = m; for each i < t.
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Moreover, the running time of @ is bounded by poly(|G*(T)|, |C|,m).

Proof (Sketch). Running @y and then running @; on each instance (G*(T), (C,p;),m;), i < t, recover
the data p;(M) — with dim(p;(M)) = m; — and ordered bases B; of p;(M) for some model M containing
(C; My). Say B; = {bf),...,bl, _1}, and let B* = {bf,b} : i < t}. Subsequently, the method is a pertur-
bation of the method in proposition 3. That is, the algorithm invents realizations of those types ¢(x,y)
in S3(CB*) such that if ajas = g, then a; L cbibi, for each j = 1,2 and some i < t (so either b} or b? is
a coordinate of a;); it then uses the same copying-via-permutations method of $; to invent realizations
having coordinates in {b%,bi}, i < t, 7 < s < m. It can then be shown that the resulting diagram is
a model of the game tableau of T, and this amounts to a model of T. The fact of searching only over
forking extensions yields the bound on the running time.
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Abstract. We briefly present ongoing work about Martin-Lo6f randomness and the ergodic decom-
position theorem.

In [ML66], Martin-Lof defined the notion of an algorithmically random infinite binary sequence. The
idea was to have an individual notion of a random object, an object that is acceptable as an outcome
of a probabilistic process (typically, the tossing of a coin). This notion has proved successful, as it turns
out that random sequences in the sense of Martin-Lof have all the usual properties that are proved to
hold almost surely in classical probability theory. A particularly interesting property is typicalness in the
sense of Birkhofl’s ergodic theorem. This theorem embodies many probability theorems (strong law of
large numbers, diophantine approximation, e.g.). Whereas the algorithmic versions of many probability
theorems are straightforward to derive from their classical proofs, whether the ergodic theorem has a
version for random elements has been an open problem for years, finally proved by V’yugin [V’'y97]
(improvements of this result, extending the class of functions for which the algorithmic version holds,
have been established later in [Nan08], [HR09]). The reason for this difficulty is that the classical proof
of Birkhoff’s theorem is in some sense nonconstructive. In [V’y97], V’yugin gave it a precise meaning;:
the speed of convergence is not computable in general.

Recently, Avigad, Gerhardy and Towsner [AGT10] proved that the speed of convergence is actu-
ally computable in the ergodic case, i.e. when the system is undecomposable. As a result, the non-
constructivity of the theorem lies in the ergodic decomposition. Let us recall two ways of talking about
the ergodic decomposition (see Section 1 for definitions and details):

1. Let E be the set of points  such that P, is ergodic. E' has measure one for every invariant measure.
2. For each invariant measure pu, there is a measure m supported on the ergodic measures, such that p
is the barycenter of m, i.e. for every Borel set A, u(A) = [v(A)dm(v).

One can easily derive each formulation from the other, but not constructively.

We are interested in the precise extent to which the ergodic decomposition is non-constructive, or
non-computable. We briefly survey a few investigations about this problem, especially from the point of
view of Martin-Lo6f randomness.

1 The ergodic decomposition

We work with a topological dynamical system, i.e. a compact metric space X and a continuous trans-
formation T : X — X. A is the o-field of Borel subsets of X. Let p be a T-invariant Borel probability
measure over X (i.e., u(A) = pu(T~1A) for A € ). Birkhoff’s ergodic theorem states that for every
observable f € LY(X, %, 11), the following limit exists

f*(z) == lim 1 Zf oT(x) for y-almost every z € X. (1)
n—oo n

i<n

Moreover, the function f* is integrable and [ f*du = [ fdp.

In general one cannot expect, for a single point x, convergence (1) for every f € L'(X, %, ). Nev-
ertheless, using a separability argument it is easy to see that for p-almost every z, convergence holds
for every bounded continuous f. Let us denote the set of continuous functions from X to R by C(X).
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A point is called generic for T if f*(x) exists for all f € C(X) (this notion does not depend on u).
Now, given a generic point x, the functional which maps f € C(X) to f*(z) is positive and linear, so it
extends to a probability measure, denoted P,. In other words,

fr@) = [1ap,

for every f € C(X).

From the definition of f*(z), one can prove that for every generic x, P, is T-invariant. Now, the
ergodic decomposition theorem states if p is T-invariant then P, is ergodic for p-almost every x. This
theorem admits (at least) two different proofs, one is an application of Choquet’s theorem from convex
analysis: the set of invariant measures is a compact convex set whose extreme points are the ergodic
measures; hence, any invariant measure p can be expressed as a barycenter of the ergodic measures, i.e.
there is a probability measure m over the set of probability measures over X assigning full weight to the
set £(T') of ergodic invariant measures, such that for every Borel set A,

p(A) = [v(a)dm(o). 2)

2 Martin-Lof random points

A natural way of investigating the constructivity of the ergodic decomposition is the following: given
a topological system with appropriate computability assumptions, given an invariant measure pu, is P,
ergodic for every u-ML random point z?

Precisely we will assume X is a computable metric space that is compact in an effective way, T : X —
X a computable map and p a Borel probability measure over X that is T-invariant. Observe that it is a
consequence of V’yugin’s theorem that if « is u-ML random then x is generic, so P, is well-defined. It is
important to note that while V’yugin’s theorem was originally proved when X is the Cantor space and
is computable, it can be extended to arbitrary computable metric spaces and arbitrary Borel probability
measures [GHR], [Hoy08].

We briefly investigate the question: is P, ergodic?

Remark 1. First, if p is itself ergodic, then from V’yugin’s theorem, P, = u, so P, is ergodic.

2.1 Naive strategy

Let = be a generic point and F, be the class of Borel sets A such that 1% (x) = u(A) (14 is the indicator
of A and 1% is defined by (1)). All T-invariant sets A € F, have P,-measure 0 or 1, as the whole
trajectory of x lies either inside A, or outside A. If F, were the whole class of Borel sets (which is almost
never the case) then P, would be automatically ergodic.

Hence this approach (which does not work) raises two questions:

1. Find a characterization of F, for u-random x. For instance, does F, contain all the r.e. open sets?
We know that it contains all the r.e. open sets whose p-measure is computable (see [HR09]).

2. Which classes F are sufficient to characterize ergodicity? A class F of Borel sets characterizes er-
godicity if the system is ergodic as soon as all the T-invariant sets in F have measure 0 or 1. In
particular, can we restrict to sets that are constructive in some sense?

2.2  Other strategy

The following proposition is an easy consequence of classical results.

Proposition 1. Fvery m-random measure is ergodic.

Proof. Tt is known that the set of ergodic measures is a Gs-set. When (X, T') is a computable system, it
is a computable Gs-set. As it has measure one, it contains all the random elements, by a result proved
by Kurtz (actually, its relativized version for non-computable measures).
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We prove the following result:
Theorem 1. Assume m and u are computable. The following are equivalent:

1. x is p-random,
2. there exists a m-random measure v such that x is v-random.

Hence, if m is computable the problem is solved: if x is a y-random point, then there is a m-random
measure v such that x is v-random. By the preceding proposition, v is ergodic, so by Remark 1, P, = v.

The problem boils down to the computability of m and p. As p can be simply derived from m by
equality (2), it follows that u is always computable relative to m (this can be formalized using Weirauch’s
type-two machines or Ko’s oracle machines for instance, see [Wei00], [K091]). But it might be possible
that a computable measure p induces a non-computable m.

When m is not computable, a relativized version of Theorem 1 gives that if = is y-random relative
to m, then there exists a m-random measure v such that z is v-random, so as above, v is ergodic and
v = P,. But we do not know what happens for py-random points that are no more random when m is
added as an oracle.

3 Summary

We can identify three ways of defining the computability of the ergodic decomposition:

1. Given a generic point x, is P, computable from z? In what sense?
— The point in V’yugin’s counter-example is that the mapping x — P, is non-effective, in some
sense. In particular, there is a computable observable f such that f* is not L'-computable.
2. Is the measure m computable?
— In V’yugin’s counter-example, even if z — P, is non-effective, the measure m is computable.
3. Given a p-random point z, is P, ergodic?

For the moment we only know that 1. = 2. = 3., for a suitable notion of computability of the
mapping x — P,.

In the introduction, we said that in V’yugin’s example the ergodic decomposition is non-constructive.
Actually, it is computable in the sense of 2. (and hence 3.) but not in the sense of 1. We still do not
know whether the ergodic decomposition is always computable in the sense of 2. (while we conjecture it
is not the case) and 3.
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Abstract. In late 1980s Russell Impagliazzo, Sanjeev Arora and Umesh Vazirani came up with a
logic framework for formalization of a major complexity barrier, relativization of [BGS75]. That is,
Arora, Impagliazzo and Vazirani defined a theory of arithmetic such that, informally, a complexity
result relativizes iff it can be proved within this theory. For various reasons, this paper which we
reference as [AIV92], was never published (there are drafts available on Impagliazzo’s and Vazirani’s
webpages).

Relativizing techniques cannot resolve many major complexity questions such as P vs. NP. So do
we know a type of technique that can be used to resolve such questions? In [AIV92], they argue
that we do have such techniques already, and these are the techniques that make use of the local
checkability of computation, Cook-Levin theorem being the prime example.

Recently another complexity barrier became the focus of attention: Aaronson and Wigderson
[AWO08] defined the barrier they called “algebrization”, refining the notion of relativization to
incorporate the use of arithmetization techniques. They show that majority of non-relativizing re-
sults can be shown to be algebrizing, and yet no algebrizing technique can resolve main complexity
questions. In [IKK09] we show how to adapt the framework of [AIV92] to axiomatize the notion
of algebrization barrier, and show that the theory formalizing algebrization is stronger than the
relativization theory, but weaker than the local checkability theory.

In this talk, I will describe the [AIV92] logic framework for axiomatizing barriers in complexity
theory, and show how it can be adapted to formalize other barriers of this type.

1 Introduction

In the mid-1970’s, Baker, Gill and Solovay [BGS75] used relativization as a tool to argue that techniques
like simulation and diagonalization cannot, by themselves, resolve the “P vs. NP” question. Intuitively, a
technique relativizes if it is insensitive to the presence of oracles (thus, a result about complexity classes
holds for all oracle versions of these classes). If there are oracles giving a contradictory resolution of a
complexity question (e.g., P4 = NPA, but PB £ NP5 ), then no relativizing technique can resolve this
question. This method of relativization has been brought to bear upon many other open questions in
Complexity Theory, for example, P vs. PSPACE [BGS75], NP vs. EXP [Dek69,GH83,Lis86], BPP vs.
NEXP [Hel86], IP vs. PSPACE [FS88], and a long list of other classes.

In an informal sense, contrary relativizations of a complexity theory statement have been viewed as a
mini-independence result, akin to the independence results shown in mathematical logic. But what inde-
pendence is implied by contradictory relativizations, and what are the proof techniques from which this
independence is implied? This was made precise in [AIV92]. There the authors introduced a theory RCT
(which stands for Relativized Complexity Theory) based on Cobham’s axiomatization of polynomial-time
computation [Cob64]. Roughly speaking, RC7 has standard axioms of arithmetic (Peano axioms), and
an axiomatic definition of the class of functions that is supposed to correspond to the class P. This class
is defined as the closure of a class of some basic functions under composition and limited recursion (as in
Cobham'’s paper [Cob64]), plus there is an extra axiom postulating the existence of a universal function
for that class. RC7’s view of the complexity class P is “black-box”: the axioms are satisfied not only by
the class P, but also by every relativized class P, for every oracle O. In fact, [AIV92] shows that the
(standard) models of RC7 are exactly the classes PO, over all oracles O.* It follows that, for any com-
plexity statement S about P, this statement S is true relative to every oracle A (i.e., S relativizes) iff S is
provable in RC7 . On the other hand, a non-relativizing statement is precisely a statement independent
of RCT. Thus, e.g., the “P vs. NP” question is independent of RC7T .

4 Cobham [Cob64] gets the exact characterization of P by considering the minimal model for his theory.
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[ATV92] also shows that extending RC7 with another axiom, which captures the “local checkability”
of a Turing machine computation in the style of the Cook-Levin theorem (the computation tableau can
be checked by checking that all 2 x 3 “windows” are correct), almost exactly characterizes the class P
in the following sense: the models for the resulting theory, denoted by LCT (for Local Checkability)
in [AIV92], are necessarily of the form P? with O € NP N co-NP. Thus, £CT is so strong that resolving
most complexity questions in L£C7 is essentially equivalent to resolving them in the non-relativized
setting.

In 1990s, a sequence of important non-relativizing results was proved using arithmetization tech-
niques, most notably IP = PSPACE by [LFKN92,Sha92]. Was this class of techniques sufficient to resolve
questions like P vs. NP, or was there still another barrier? Fortnow [For94] have presented a way to
construct a class of oracles with respect to which IP = PSPACE and similar results hold, however he did
not give an indication whether there are two such oracles giving contrary answers to questions like P
vs. NP. Later, Aaronson and Wigderson [AWO08] defined the “algebrization barrier”: algebrizing separa-
tions and collapses of complexity classes, by comparing classes relative to one oracle to classes relative
to an algebraic extension of that oracle. Using these definitions, they show that the standard collapses
“algebrize” and that many of the open questions in complexity fail to “algebrize”, suggesting that the
arithmetization technique is close to its limits. However, in their framework it is unclear how to for-
malize algebrization of more complicated complexity statements than collapses or separations, and it
is unclear whether the algebrizing statements are, e.g., closed under modus ponens. So, in particular,
it is conceivable that several algebrizing premises could imply (in a relativizing way) a non-algebrizing
conclusion.

In [IKKO09] we provide an axiomatic framework for algebraic techniques in the style of [AIV92].
We extend their theory RC7 with an axiom capturing the notion of arithmetization: the Arithmetic
Checkability axiom. Intuitively, Arithmetic Checkability postulates that all NP languages have verifiers
that are polynomial-time computable families of low-degree polynomials; a verifier for an NP language
is a polynomial f (say, over the integers) such that the verifier accepts a given witness y on an input
x iff f(xz,y) # 0. Standard techniques (the characterization of “real world” non-deterministic Turing
Machines in terms of consistent tableaux, and algebraic interpolations of Boolean functions) show that
this axiom holds for unrelativized computation.

The models for the resulting theory, which we call ACT (for Arithmetic Checkability Theory), are,
essentially, all relativized classes PO with oracles O such that Arithmetic Checkability holds relative
to this O, i.e., all NP° languages have PP-computable families of low-degree polynomials as verifiers.
Arithmetic Checkability is implied by, yet is strictly weaker than Local Checkability, since AC7 has
models PO for arbitrarily powerful oracles O (in particular, any oracle from Fortnow’s [For94] recursive
construction). Thus, ACT is a theory that lies between the [AIV92] theories RCT and L£LC7. Moreover,
both inclusions are proper: RC7T C ACT C LCT. That is, there are statements provable in AC7 that
can’t be proved in RC7T, and there are statements provable in £LC7 that can’t be proved in ACT.

2 The axiomatic framework of [AIV92]

Consider an unrestricted theory of arithmetic (e.g., Peano arithmetic). Now, extend the language by
introducing a class of function symbols (so the language is two-typed). These function symbols are
allowed to appear in the induction axiom. Now, the question to ask is what can be proved about this
class of function symbols if all we state about them is that they satisfy certain axioms.

The theory RCT is the base theory of [AIV92]. It consists of axioms of Peano Arithmetic over the
language with additional function symbols, together with the statement that these function symbols
satisfy Cobham’s axioms without the minimality restriction, and some extra axioms. Call this class of
functions FP’ (quasi-FP in the original [AIV92]). That is, FP’ includes basic functions (including the #
function, defined as 2|’C|2), and is closed under composition and limited recursion on notation (defining
recursively ¢'(z, k) as a repetition of g(z) for |k| steps, ¢'(z, k) = g(¢'(x,k/2)) for k > 1, ¢'(x,1) = x).
Two additional axioms are:

Length axiom: Vf € FP',3c >0 |f(z)| < |=|°
Universal function: 3U(i,t,x) € FP” such that Vf € FP'3i, ¢ f(z) = U(i, 2!*!")
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It is shown in [ATV92] that standard models of RC7T correspond to relativized classes of polynomial
time functions. Indeed, for an oracle O, FPY can be represented as a class of polynomial time functions
with an undefined symbol O, satisfying the axioms. For the other direction, construct an oracle O
returning the bits of the universal function output. For this oracle O, FP’ C FPO.

To encode complexity-theoretic questions we need to talk about classes other than the polynomial-
time computable functions. The approach chosen by [AIV92] is to define these classes in terms of
polynomial-time computable functions rather than introducing additional function classes. Thus, the
statement P = NP (relativizing) can be phrased as Ve,Vf € FP'3g € FP' g(x) = 1 & 3Jy,|y| <
| A f(z,y) = 1.

Now, to show that a complexity statement is not relativizing the standard approach is to present two
different oracles for which the outcome of this statement is different (e,g, P4 = NP4, but PB £ NPZ 2
In this framework, this is a model-theoretic proof of an independence of such a statement from RC7:
the two oracles correspond to two standard models of RC7 . Alternatively, if a statement is provable in
RCT then it definitely does relativize, since then it is true in all models of RC7 and thus for all oracle
worlds.

Note that this approach to characterizing polynomial time is different from the bounded arithmetic
approach: here, the induction is unlimited, and all power of Peano Arithmetic can be used in the proof.
However, all that is known about the functions in FP" is that they satisfy Cobham’s axioms (without
minimality), have a universal function in the class and have polynomially-bounded values. This is a
“black-box” view of polynomial-time computation, and by [ATV92] it does not give us enough information
about polynomial time to resolve main complexity-theoretic questions such as P vs NP.

3 Strengthening RC7 with the Local Checkability Axiom

So what other information about FP’ can be used? In [AIV92], Arora, Impagliazzo and Vazirani show that
knowing that computation is locally checkable suffices to resolve the questions like P vs. NP. Thus, Cook-
Levin theorem does not relativize in a very strong sense, and techniques using locality of computation
in this manner avoid known oracle-based barriers.

Definition 1. 5 Let PF-CHK|poly, log] be the class of languages L so that there is a polynomial p(n)
and a polynomial-time computable verifier V=™ (1™, r) with random access to the input x and a proof
7 € {0,137 so that V makes at most O(logn) queries to the input and proof, and so that x € L iff
3r € {0,1}PUzlvr € [1,...,p(n)] V&~ (17", 1) = 1.

The Local Checkability axiom is the statement NP = PF-CHK|[poly, log], which we also denote by
LCT (for Local Checkability Theorem). The theory LCT is RCT + LCT. An oracle O is consistent with
LCT if NP9 = PF-CHK|[poly, log]®.

[AIV92] show that the oracles consistent with LCT are very weak (in NP N co-NP) and resolving
questions like P vs. NP with respect to such oracles will resolve them in the non-relativized setting.

4 7RCT with Arithmetic Checkability

Relativizing techniques are “black-box”, and locally checkable techniques are non-black-box in a strong
sense. A class of technique that lies between them is arithmetization techniques: here, we do state that
every easily computable function can be interpolated into an easily computable low-degree polynomial,
but we do not assume much else.

Definition 2. The class ALG-PF (algebraically checkable proof systems) is the class of languages L
such that there is a polynomial-time computable polynomial family {fn} and a polynomially bounded
polynomial-time computable function m = m(n) so that x = x1...x, € L iff Jy1 ... ym € {0,1}™ such
that

foem(@1, .o T, Y1,y Ym) # 0.

5 There are several other ways (equivalent and not) to define local checkability, for example, requiring varying
degree of uniformity. The strongest of them precisely captures polynomial-time.
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In [IKK09], two versions of this aziom (strong and weak) are defined. Here, we will just define the
strong version, and mean it when talking about ACT . The class ALG-PF* is the class of languages L such
that there are a polynomially bounded polynomial-time computable function m = m(n), a polynomial-
time computable function family {g, : {0,1}"™ — {0,1}™}, and a polynomial-time computable polynomial
family {f.} so that (i) if x = x1...2 € L then foim(z,gn(z)) =1, (i) tf ¢ = z1... 2y € L then
frem(z,gn(z)) =0, and (iii) for ally € {0,1}™, y # gn(x) = f(x,y) = 0. The strong ACT, denoted
by ACT*, is the statement P = ALG-PF*; the corresponding strong version of ACT is denoted ACT™.
An oracle A is consistent with ACT* if PA = ALG-PF*4.

Clearly, all relativizing results are provable in ACT; also, all results provable in AC7 are provable
in LCT. Tt can be shown [IKK09] that most known non-relativizing results such as ones shown to be
algebrizing in [AWO08] are provable in (at least the strong) AC7T, and many open complexity questions
such as P vs. NP, P vs. BPP, etc are independent of (even strong) AC7 . There is a known result though,
NEXP = MIP, for the proof of which arithmetic checkability is insufficient (unless NEXP? is restricted
to have poly-length queries).

5 Conclusions

The Arora, Impagliazzo, Vazirani framework allows us to formalize a class of barriers in computational
complexity, ones that show that techniques using only specific restricted information about computation
cannot resolve many major open problems in complexity. In particular, the notion of relativization is
formalized as provability in the theory RC7 (all we know about polynomial-time functions is that they
satisfy Cobham’s axioms). Provability in AC7 is meant to capture algebrizing statements, and £C7 has
as much information as there is about polynomial-time computable functions. This makes formal the
intuitive notion that a complexity barrier “looks like” an independence of some logical theory.

Although the algebrization barrier has been defined fairly recently, there are already results such that
MIP = NEXP that avoid it. Thus, while a statement failing to algebrize shows a broad range of techniques
that will fail to resolve it, it certainly does not mean that it is beyond the scope of all current techniques
in complexity. We should use algebrization as a tool for homing in on the correct proof techniques to
solve open problems, not as an alibi for failing to solve them.
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Introduction

In the past decades, a considerable amount of research has been devoted to the satisfiability problem for
classical propositional logic (SAT). Besides its central role in computational complexity theory, programs
for this problem, so-called SAT solvers, are of increasing importance for practical applications in various
domains.

Most SAT solvers are based on extensions of the basic backtracking procedure known as the DLL
algorithm [4]. The recursive procedure is called for a formula F' in conjunctive normal form and a partial
assignment « (which is empty in the outermost call). If « satisfies F', then it is returned, and if « causes
a conflict, i.e., falsifies a clause in F', then the call fails. Otherwise a variable x not set by « is chosen
according to some heuristic, and the procedure is called recursively twice, with a extended by = := 1
and by x := 0. If one recursive call returns a satisfying assignment, then it is returned, otherwise — if
both recursive calls fail — the call fails.

Contemporary SAT solvers employ several refinements and extensions of the basic DLL algorithm.
One of the most successful of these extensions is clause learning [8], which works roughly as follows:
When the procedure encounters a conflict, then a sub-assignment of the current partial assignment is
computed, that suffices to cause the conflict. This sub-assignment can then be stored in form of a new
clause C' added to the formula, viz. the unique largest clause falsified by it. This clause then serves to
prune the search by causing conflicts in later branches containing the same partial assignment.

When clause learning is implemented, a heuristic is needed to decide which learnable clauses to keep
in memory, because learning a large number of clauses leads to excessive consumption of memory, which
slows the solver down rather than helping it. Many early heuristics for clause learning were such that
the width, i.e., the number of literals, of learnable clauses was restricted, so that the solver learned only
clauses whose width does not exceed a certain threshold.

Experience has shown that such heuristics are not very helpful, i.e., learning only short clauses
does not significantly improve the performance of a DLL algorithm for hard formulas. We support this
experience with rigorous mathematical analyses in the form of lower bound theorems.

The lower bounds are shown by proving the same lower bounds on the length of refutations in a
certain resolution based propositional proof system. The relationship of this proof system to the DLL
algorithm with clause learning has been established in earlier work [2].

Preliminaries

We consider resolution-based refutation systems for formulas in CNF, which are strongly related to DLL
algorithms. These proof systems have two inference rules: the weakening rule , which allows to conclude
a clause D from any clause C with C' C D, and the resolution rule. which allows to infer the clause C'v D
from the two clauses C' vz and D v T, provided that the variable  does not occur in either C' or D,
pictorially:
Cvz Dvz
CvD

We say that the variable z is eliminated in this inference.

It is well-known that resolution is related to the DLL algorithm by the following correspondence:
the search tree produced by the run of a DLL algorithm on an unsatisfiable formula F' forms a tree-like
resolution refutation of F', and vice versa. In order to define proof systems that correspond to the DLL
algorithm with clause learning in the same way, we define resolution trees with lemmas (RTL).

The post-ordering < of an ordered binary tree is the order in which the nodes of the tree are visited
by a post-order traversal, i.e., u < v holds for nodes u, v if u is a descendant of v, or if there is a common
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ancestor w of v and v such that u is a descendant of the left child of w and v is a descendant of the right
child of w.

An RTL-derivation of a clause C from a CNF-formula F' is an ordered binary tree, in which every
node v is labeled with a clause C,, such that:

— The root is labeled with C.

— If a node v has one child u, then C, follows from C,, by weakening.

If a node v has two children u;,us, then C, follows from C,, and C, by resolution.

A leaf v is labeled by a clause D in F', or by a clause C labelling some node u < v. In the latter case
we call C' a lemma.

An RTL-derivation is an RTL(k)-derivation if every lemma C is of width w(C) < k. An RTL-
refutation of F' is an RTL-derivation of the empty clause from F.

A subsystem WRTT of RTL was defined by Buss et al. [2], which corresponds to a general formulation
of the DLL algorithm with clause learning in the following sense: the size of a refutation of an unsatisfiable
formula F'in WRTT has been shown [2] to be polynomially related to the runtime of a schematic algorithm
DLL-L-UP on F. This schema DLL-L-UP subsumes all clause learning strategies commonly used in
practice.

It follows that if an unsatisfiable formula F' can be solved by a DLL algorithm with clause learning
in time ¢, then it has an RTL-refutation of size polynomial in ¢. Moreover, if the algorithm learns only
clauses of width at most k, then the refutation is in RTL(k). In this work we prove lower bounds on
the size of RTL(k)-refutations, which thus yield lower bounds on the runtime of DLL algorithms with
width-restricted clause-learning.

The lower bounds The pigeonhole principle states that there can be no 1-to-1 mapping from a set
of size n 4+ 1 into a set of size n. In propositional logic, the negation of this principle gives rise to an
unsatisfiable set of clauses PH P, in the variables z; ; for 1 <i<n+1and 1< j <n. The set PHP,
consists of the following clauses:

_ \/1§j§n$i7j forevery 1 <i<n+1.
— ZipvTjp foreveryl<i<j<n+1andk<n.

It is well-known that the pigeonhole principle PH P, requires exponential size resolution proofs:
Haken [5] shows that every dag-like resolution refutation of PH P, is of size 2(™). We will show that for
k < n/2, RTL(k)-refutations of PH P, need to be asymptotically larger :

Theorem 1. For every k < n/2, every RTLW(k )-refutation of PHP, is of size 22("logn),

In fact, this lower bound is of the same size as the lower bound shown by Iwama and Miyazaki [6]
for tree-like refutations. On the other hand, it is known [3] that there exist dag-like regular refutations
of PHP, of size 2" - n?. A general simulation [2] yields WRTI-refutations of PH P, of the same size,
and hence PH P, can be solved in time 2°(") by a DLL algorithm with learning arbitrary long clauses,
whereas our lower bound shows that any DLL algorithm that learns only clauses of size at most n/2
needs time 2% logn)

The ordering principle expresses the fact that every finite linear ordering has a maximal element. Its
negation is expressed in propositional logic by the following set of clauses Ord,, over the variables z; ;
for 1 <i,j <n with i # j:

i VT forl1<i<j<n

Tij VT for1<i<j<n

Tij VTjkV T for 1 <14, 5,k <n pairwise distinct
\/ Tij for1<i<n

Jem\{s}

The formulas Ord,, were introduced by Krishnamurthy [7] as potential hard example formulas for reso-
lution, but short regular resolution refutations of size O(n?) for them were constructed by Stalmarck [9].
These refutations thus can be simulated by WRTI, thus Ord,, has WRTI-refutations of polynomial size.
On the other hand, we show a lower bound for RTL(k)-refutations of Ord,:
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Theorem 2. For k < n/4, every RTL(k)-refutation of Ord,, is of size 22(™),

Thus this lower bound shows the necessity to use wide lemmas to refute them efficiently.

In both these lower bounds, the hard example formulas themselves contain clauses of large width.
Since it is conceivable that the necessity to learn wide clauses is merely due to the presence of these
wide initial clauses, the question arose whether similar lower bounds can be shown for formulas of small
width. We now answer this question by showing that lower bounds on width-restricted clause learning
for small width formulas are implied by resolution width lower bounds:

Theorem 3. If F' is a d-CNF that requires resolution width w to refute, then for any k, every RTL(k)-

refutation of F' is of size at least
2u1—(k+max{d,k}) > 2w—(2k+d).

We instantiate this general lower bound to prove a lower bound for RTL(k)-refutations of certain
concrete formulas. The most straightforward way to obtain a formula of small width from any formula
is to expand it into a 3-CNF, as described below:

For a CNF-formula F', the 3-CNF-expansion E3(F) of F is obtained as follows: for every clause
C=aiv...vagin F of width w(C) = k > 4, introduce k + 1 new estension variables yc,o,...,YC ks
and replace C' by the clauses:

Yc,0 Joiva;vyc,: forl<i<k Jo,k

The formula E3(F') is obviously in 3-CNF and is satisfiable if and only if F is satisfiable.

Bonet and Galesi [1] show a lower bound of n/6 on the resolution width of the 3-CNF expansion
E5(0rd,,) of the ordering principle, which can be slighltly improved to n/2. Thus a lower bound for
RTL(k)-refutations of E5(Ord,,) follows by use of the lower bound theorem, by choosing k¥ = n/6 and
observing that for n > 18 we get k& > 3, we obtain from Theorem 3 a lower bound of on/2=2n/6 — on/6

Corollary 4. For n > 18, every RTL(n/6)-refutation of E3(Ord,) is of size 27/6.

It follows that a DLL algorithm with clause learning requires exponential time to solve the formulas
Es5(Ord,,) when only clauses of width /6 are learned. On the other hand, from the short regular resolution
refutations of Ord,,, one can construct a run of a DLL algorithm with arbitrary clause learning on
Es5(Ord,,) in polynomial time.

This talk is partially based on joint work with Eli Ben-Sasson, Samuel R.Buss and Jan Hoffmann.
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1 Introduction

Ordinal computability studies generalized computability theory by means of classical machine models
that operate on ordinals instead of natural numbers. Starting with Joel Hamkins’ and Andy Lewis’
Infinite Time Turing Machines (ITTM) [1], recent years have seen several of those models which provided
alternate approaches and new aspects for various ideas from logic, set theory and classical areas of
generalized computability theory. With ITTMs, the machine may carry out a transfinite ordinal number
of steps while writing Os and 1s on tapes of length w. This is achieved by the addition of a limit rule that
governs the behavior of the machine at limit times. The Os and 1s on the w-long tape are interpreted as
subsets of w (reals). It turns out that the sets of reals semi-decidable by these machines form a subset of
AL, Similar studies have been carried out for infinite time register machines (ITRMs) whose computable
reals are exactly the reals in L,cx [4].

Another direction of ordinal computability lifts classical computability to study not the subsets of w,
but of an arbitrary ordinal «, or even the class Ord of all ordinals. In this case, both space and time are
set to that ordinal «, i.e. in the Turing context, we deal with machines that utilize a tape of length «
and either stop in less than o many steps or diverge. The computation is steered by a standard Turing
program and a finite number of ordinal parameters less than «. This approach unveils strong connections
to Godels universe of constructible sets and the classical work on a-recursion theory [5].

In the present paper, we aim between these two approaches by analyzing the computable sets of reals
of Turing machines with Ord space and time but without allowing arbitrary ordinal parameters.

2 The machine model

We work with ordinal Turing machines (OTMs), the machine model introduced by the first author in
[3]. We briefly review the basic features, for more detail and background the reader is referred to the
original paper.

An OTM uses the binary alphabet on a one-sided infinite tape whose cells are indexed by ordinal
numbers. At any ordinal point in time, the machine head is located on one of these cells and the
machine is in one of finitely many machine states indexed by natural numbers. Since we utilize both
Ord space and time, there is no need to use multiple tapes in our definition; any fixed finite number
of tapes can be simulated by interleaving the tapes into one. A typical program instruction has the
form (a,s,a’,s’,d) € {0,1} x w x {0,1} x w x {—1,1} and is interpreted as the instruction “If the symbol
currently read by the machines read-write head is a and the machine is currently in state s, then overwrite
a with the symbol a’, change the machine state to s’, and move the head according to d either to the
left or to the right”. At successor times in the course of the computation, the machine behaves like a
standard Turing machine, with the following exception: If the machine head rests on a cell indexed by
a limit ordinal or 0 and a “move left”-instruction is carried out, then the head is set to position 0. The
machine accesses the transfinite by the following lim inf-rule:

At a limit time A set the machine state to the liminf of the states of previous time, i.e., the least
state that was assumed cofinally often in the previous steps. Similarly we set the tape content for each
cell individually to the liminf of the previous cell contents; in other words, a cell contains a 0 at time A
if it contained a 0 cofinally often before A, and it contains a 1 at time A otherwise. It is natural to set
the head position to the cell indexed by the liminf over the indices of the cells visited at previous steps
in which the machine’s state was the same as in the limit.

For the present purpose, we allow a real coded as an w-long sequence of Os and 1s written on the first
w many cells of the tape as input to an OTM.
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A set of reals A C 2¢ is called OTM-enumerable iff there is a program that halts exactly for the inputs
a € A. The OTM-computable sets of reals are those whose characteristic functions are computable by an
OTM.

3 Definable subsets of real numbers

We classify subsets of the real numbers with respect to the structure of quantifiers ranging over reals
required for their definition.
A set A C 2¢ is called X7 iff there is a (in the classical sense) recursive relation R such that:

x €A Jye2vn e wR(z | n,y [ n)

The 11} sets are the complements of X! sets. Le., a II{ set A’ has a definition of the following form
(where R’ is some recursive relation):

reA —Vye2InecwR (x| n,y|n)
We call A a X1 set iff there is a B C 2% x 2¢ that is IT} (via an analogous definition) and we have:
xr€A—Jye2¥(z,y) €B

Again we define the I3 sets as complements of X2 sets. This construction of alternating projection
and complementation can be carried on further to define the pointclasses X} and IT} for n € w.
We set Al = 21N AL

4 Computing A}
Theorem 1. A set A of reals is OTM-enumerable iff it is X3.

Theorem 2. A set A of reals is OTM-computable iff it is AL.

We sketch the proof of Theorem 1. Let A be OTM-enumerable, i.e., there is a Turing program P
such that a € A iff P halts on input a. Now the latter condition is X3: There is a real coding a halting
computation on input a; to express coding a computation of an ordinal machine requires to check the
wellfoundedness of the “time-axis”; this can be done by another for all quantifier.

Conversely, if A is Y1 by the formula ¢, then by the Schoenfield absoluteness theorem about the
absoluteness of X1 properties we get: a € A iff L[a] &= ¢(a) [2, Theorem 25.20]. In models of set theory,
¢ is uniformly equivalent to a X; formula 4 of set theory (standard result from descriptive set theory).
So a € A iff L[a] = v(a). But the latter can be (semi-)computed by an OTM: successively build up the
L[a]-levels on the ordinal tape and check whether v (a) is true in the level; if yes, then stop, otherwise
continue. So A is OTM-enumerable.

Theorem 2 follows immediately from Theorem 1.

It remains to be seen whether the computability characterization of X3 and A} has some applications
in descriptive set theory.
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Abstract. Ordinal Register Machines (ORMS) are register machines which act on ordinal numbers
and are allowed to run for arbitrarily many ordinal steps. In [4] PETER KOEPKE showed that the
class of ordinal register computable sets corresponds to the class of constructible sets of ordinals.
This motivates to give alternative proofs of certain facts on the constructible universe like GCH and
combinatorial principles <, for a regular cardinal k. A Silver Machine like structure M, based on
ORMs, is introduced to prove the principle (global) 0. Such a structure is called Ordinal Register
Silver Machine. In our talk we will focus on the construction of such a structure.

1 Introduction

Ordinal Register Machines (ORMs) were introduced by PETER KOEPKE and RYAN SIDERS in [5]. They
generalize finite Register Machines, so that they act on ordinals and can run for arbitrarily many ordinal
steps.

A register program P is a finite list P = P, ... Pr—1 of instructions acting on registers Ry, Ry, .. ..
The instructions of the machine are:

(i) The zero instruction Z(n) changes the contents of R,, to 0.
(ii) The successor instruction S(n) increases the ordinal contained in R,, by one.
(iii) The transfer instruction T(m,n) sets the content of R,, to the content of R,,.
(iv) The jump instruction P; = J(m,n,1) is carried out as follows: If R,, = R,, then the next instruction
is Py, if not the next is P;y;.

A computation
I:0—w R:60—0rd~

of P=PFy...Py_1 withinput o, ..., 5;—1 is recursively defined by initially setting I(0) = 0 and R(0)(¢) =
0; for i < [. At successor times @ = 3+ 1 the machine carries out the steps as in the finite case. At limit
times A\ the machine configuration is determined by taking inferior limits

(Vi <w) R(N)(2) = ligljglf R(a)(4)
I(\) = limjglf I(a).

A partial function F' : Ord”™ — Ord is ordinal register computable, if there is a register program P
and ordinals do, ..., d,—1 such that for every tuple (ayp,...,qm—1) € dom(F') holds

PZ(Ck(),...,Olm,h(s(],...,§n,1,0,...)HF(OZ(),...,Ckmfl)

A subset x C Ord is ordinal register computable, if its characteristic function y, is ordinal register
computable.

It it possible to formalize the language of set theory by ordinals and define a recursive truth predicate
F : Ord — 2 by

F(’_L'Y ': so(x7y17 sy ynfl)_‘) iff L’y ': @(x7y17 sy ynfl)'

This predicate is ordinal register computable. Furthermore, it codes a model of set theory. This implies

Theorem 1. A set x C Ord is ordinal register computable if and only if x € L.
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2 Applications to the Structure of L

As an application of theorem 1 we can give alternative proofs for certain facts on the structure of the
constructible universe.
The following lemma follows from theorem 1 by a Lowenheim-Skolem type argument.

Lemma 1. Assume that every set of ordinals is ordinal register computable. Let k > w be an ordinal and
2 C k. Then there are ordinals By, ..., Bn—1 < kT and a register program P such that for all ordinals o
P(a, Bo, .., Bn_1) = Xz(a) holds. Furthermore, k% is an upper bound for the length of the computation.

This proves the following result by KURT GODEL (cf. [2]):
Theorem 2. Assume that all sets of ordinals are ordinal register computable, then GCH holds.

The principle . is a generalization of the generalized continuum hypothesis. It is applied in numerous
infinite constructions like that of an wy-Suslin tree. The principle was introduced by RONALD B. JENSEN
in [3].

Definition 1. Let k be a reqular uncountable cardinal. Then i is the principle: there is a sequence
(Sa | @ < K) such that
(VSCkr){a<k|SNa=5,}

1§ stationary in K.

Under the assumption that all sets of ordinals are ordinal register computable, it is possible to prove the
following theorem.

Theorem 3. Assume that all sets of ordinals are ordinal register computable. Let k be a regular un-
countable cardinal. Then $, holds.

3 Silver Machines and Ordinal Register Machines

In [3] RONALD B. JENSEN introduced the finestructural analysis of the constructible universe L. This
sophisticated theory allowed him to prove strong results on L, for example the combinatorial principle
(global) O. In the 1970s JAcK H. SILVER developed Silver Machines (cf. [7]) to avoid the use of Jensen’s
fine structure theory for example in the proof of (global) [J.

A complete reference for the theory of Silver Machines is the PhD. thesis of THOMAS LLOYD
RICHARDSON [6]. For an introduction into Jensen’s fine structure theory and Silver Machines see the
monograph of KEITH J. DEVLIN [1]. The following definitions follow Devlin’s book.

Definition 2. An ordinal a is *-definable from X C Ord iff there exists v, Bg,---,Bn—1 € X and an
e-Formula ¢ such that a is the unique ordinal that satisfies

L, Eo(a,Bo,...,0n-1)-
Definition 3. A structure N = (X, <, (h;)icw) is eligible iff

(i) X C Ord.
(i) < is the usual ordering of the ordinals restricted to X.
(iii) For alli € w, k(i) € w, h; is a partial function from X*@ into X .

If N is an eligible structure and A € Ord, then we set
Na= (X 0A<TAX A (b 0 (MO x X))iew)

Further if A C X N A, then Ny[A] denotes the closure of A under functions of Ny. We call Ny[A] the hull
of Ain N,.

IfN = (X,<,(hi)iew) and N = (X', <, (h});eo) are eligible structures, then we write N <« N’ iff
X C X’ and for all i € w and z € X*)) | then h;(z) ~ hl(x) holds.
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Definition 4. A (standard) Silver Machine is an eligible structure
M = (Ord, <, (hi)icw)
such that

(i) (Condensation Principle) If N < My, then there is an o such that N = M,,.
(i) (Finiteness Principle) For each X\ there is a finite set H C X such that for every set A C X+ 1

Myi1]A] € Ma[(ANA) U H] U {A.

(i1i) (Skolem Property) If o is x-definable from the set X C Ord, then o € M[X]. Moreover there is an
ordinal A < (sup(X) U a)™, uniformly ¥y definable from X U{a}, such that o € My[X].

Definition 5. An Ordinal Register Silver Machine is an eligible structure
M = (Ordv < (hz)zew)
such that the properties (i) and (ii) hold. (iii) is replaced with the following property

(i1i’) (Computable Closure Property) Let X C Ord. If P is register program and o, ...,0n—1 € X and
a=P(lo,...,0n-1), then « € M[X].

Using the constructible truth predicate and the upper bounds in lemma 1, it is possible to connect
the two notions of Silver Machine.

Theorem 4. Let M = (Ord, <, (h;)icw) be a Ordinal Register Silver Machine. Then M is a Silver
Machine.

For the construction of an Ordinal Register Silver Machine we fix a well-order <* of Ord<* such that
for s,t € Ord<* max(s) < max(t) implies s <* ¢. Furthermore, we fix the corresponding rank function
G : Ord<¥ — Ord defined by G(t) = otp({s <* t| s € Ord<“}, <*).

Using the function G, we have to formalize register programs. For 4, j, k € w we set "Z(1) " = G(0, 1),
TS T'=G(1,4), "T(,j) T=G(2,4,7) and "I(i, j, k= G(3,4,4,k). If P is a register program and
S is a single instruction then the concatenation PS is formalized by "PS™ = G(4,"P7,7S™).

The machine that is constructed needs to be able to carry out the syntactical operations on programs.
For this and the handling of finite sequences of parameters, it is necessary to add the functions G; :
Ord’ — Ord with Gi(fo, ..., 8:) = G((fo, ..., Bs)) for i € w, the (partial) inverse functions S;,j: Ord —
Ord with G;(S;0(c),...,S;k—1(a)) = @ and the constant functions ¢, for all v € w.

With this structure it is definable that P computes « from input g, ... ,_1 in less than § steps. So
define the function

o if Y= G(I—P_‘, 5, ﬂo, [N ,ﬂn_l) and P‘s(ﬂo, ‘e ,ﬂn_l) =«
E(y) =
0 else.
Where P°(By,...,Bn_1) = a iff P(Bo,...,Bn_1) = a and the length of the computation is less then 4.
Theorem 5. The structure
M = (0rd, <, E, (Gi)icw; (Sij)icw,jew: (Ci)icw)
is an Ordinal Register Silver Machine and hence a Silver Machine.

The function E ensures that M has the Computable Closure Property holds. The proof of the Finite-
ness Principle and the Condensation Principle uses a careful analysis of the functions of the machine.
Using an Ordinal Register Silver Machine, it is possible to prove the principle (global) O.

Theorem 6. Assume that all sets of ordinals are ordinal register computable. Let S be the class of
singular limit ordinals and let A be a class of limit ordinals. Then there is a class E C A such that

- If K > w is reqular and AN K is stationary in &, then E N K is stationary in k.
- O(E) holds, where O(E) is defined as
(i) For every a € S, Cy, is closed unbounded in «.
(i1) For every a € S, otp(Cy) < cv.
(iii) (coherency) If & is a limit point of Cy, then & is singular and Cy = Cy N .
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1 Introduction

A polynomial identity testing algorithm must determine whether an input polynomial (given for instance
by an arithmetic circuit) is identically equal to 0. Following [5], it has become increasingly clear in recent
years that efficient deterministic algorithms for polynomial identity testing would imply strong lower
bounds (the connection between arithmetic circuit lower bounds and derandomization of polynomial
identity testing was foreshadowed in a 30 years old paper by Heintz and Schnorr [4]). This approach to
lower bounds was advocated in particular by Agrawal [1]. In my talk I will present some further results
along those lines. The present abstract will not describe these results in their maximal generality. Instead,
I would like to highlight three open problems that arose along the way. These problems can be viewed
as refinements of the 7-conjecture of Shub and Smale on integer roots of univariate polynomials [9, 10].
A positive answer to any of these three problems would imply a superpolynomial lower bound on the
arithmetic complexity of the permanent polynomial.

According to the 7-conjecture, the number of integer roots of a univariate polynomial f € Z[X]
should be bounded by a polynomial function of its arithmetic circuit size (the inputs to the circuit are
the constant 1, or the variable X). It was already shown in [3] that the 7-conjecture implies a lower
bound for the permanent. We show that to obtain such a lower bound one does not have to bound the
number of integer roots of polynomials computed by arbitrary arithmetic circuits as in the 7-conjecture:
it suffices to consider a restricted class of circuits, namely, sums of products of sparse polynomials. As
explained below, these circuits can be viewed as depth-4 circuits whose inputs are (possibly very high)
powers of a variable X or of the constant 2. We also raise the intriguing possibility that tools from real
analysis might become applicable (indeed, a bound on the number of real roots of a polynomial is a
fortiori a bound on its number of integer roots). It is known that this approach cannot work for the
original 7-conjecture because the number of real roots of a univariate polynomial can grow exponentially
as a function of its arithmetic circuit size (Chebyshev polynomials provide such an example [10]).

Compared to [3], the main new technical ingredient is the recent depth reduction theorem due to
Agrawal and Vinay [2]: any multilinear polynomial in n variables which has an arithmetic circuit of size
2°(") also has a depth-4 arithmetic circuit of size 2°().

2 Sums of Products of Sparse Polynomials

A sums of products of sparse polynomials is an expression of the form . ] j fij where each f;; is a
sparse univariate polynomial in Z[X]. Here “sparse” means as usual that we only represent the nonzero
monomials of each f;;. As a result one can represent concisely polynomials of very high degree. We
define the size of such an expression as the sum of the number of monomials in all the f;;. Note that this
measure of size does not take into account the size of the coefficients of the f;;, or their degrees. These
relevant parameters are taken into account in the following definition.

Definition 1. We denote by SPS; . the set of all polynomials in Z[X| which can be represented by an
expression of the form Y, Hj fij so that:

— The size of the expression as defined above is at most s.
— Each coeffficient of each fi; has at most s nonzero digits in its binary representation (as a result, f;;
can be thought of as a sparse polynomial with sparse coefficients).

* UMR 5668 ENS Lyon, CNRS, UCBL, INRIA.
** A part of this work was done during a visit to the Fields Institute.
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— These coefficients are of absolute value at most 2°, and the f;; are of degree at most e.

As explained in Section 3, a polynomial upper bound on the number of integer roots of SPS polynomials
would imply a lower bound on the permanent. By “polynomial upper bound”, we mean an upper bound
which is polynomial in s + loge. It is quite natural to insist on an upper bound polynomial in s and
loge: s is an arithmetic circuit size bound, and log e can also be interpreted as an arithmetic cost since
each power X“ in an f;; can be computed from X in O(log e) operations by repeated squaring. Likewise,
each of the < s powers of 2 occuring in a coefficient can be computed from the constant 2 in O(loge)
operations. As a result, a polynomial in SPS; . can be evaluated from the constant 1 and the variable X
in a number of arithmetic operations which is polynomial in s + loge.

Remark 1. The size of a SPS polynomial as we have defined it is essentially the size of a depth three
arithmetic circuit (or more precisely of a depth three arithmetic formula) computing the polynomial. In
this depth three circuit each input gate carries a monomial; each addition gate at level 1 computes a f;;;
each multiplication gate at level 2 computes a product of the form [] j fij; and the output gate at level
3 computes the final sum.

We can further refine this representation of SPS polynomials by arithmetic circuits. Namely, instead
of viewing the monomial aX” as an atomic object which is fed to an input gate, we can decompose
it as a sum of terms of the form +2%X#; and each term can be further decomposed as a product of
factors of the form +22° and X2 . The resulting object is a depth four circuit where each input gate
carries an expression of the form +22° or X2 (note the symmetry between variables and constants in
this representation). This connection between depth four circuits and SPS polynomials plays a crucial
role in our results.

3 Variations on the 7-conjecture

We state three increasingly stronger conjectures which would all imply that the permanent polynomial
does not belong to the complexity class VPC. This constant-free version of Valiant’s class VP was studied
by Malod [8] (see also [7]). Very briefly, a family (f,) of polynomials belongs to VP if can be computed
by a family of constant-free arithmetic circuits of polynomial size and polynomially bounded formal
degree. Constant-free means that 1 is the only constant allowed as an input to the ciruit. In Valiant’s
original setting [11, 12] arbitrary constants from the underlying field are allowed.

Congecture 1 (T-conjecture for SPS polynomials). There is a polynomial p such that any nonzero poly-
nomial in SPS; . has at most p(s + loge) integer roots.

We show in the full paper that this conjecture implies that the permanent polynomial does not belong
to VPY. Conjecture 1 follows from the 7-conjecture of Shub and Smale on integer roots of univariate
polynomials [9, 10] since polynomials in SPS; . can be evaluated by constant-free arithmetic circuits of
size polynomial in s and log e. It was already shown in [3] that the 7-conjecture implies a lower bound for
the permanent. The point of Conjecture 1 is that to obtain such a lower bound we no longer have to bound
the number of integer roots of arbitrary arithmetic circuits: we need only do this for sums of products
of sparse polynomials. This looks like a much more manageable class of circuits, but the question is of
course still wide open. As announced in the introduction, another related benefit of SPS polynomials in
this context is that techniques from real analysis might become applicable. Before explaining this in more
detail we formulate a somewhat stronger conjecture. The idea is that the parameter e in Conjecture 1
as well as the sparsity hypothesis on the integer coefficients might be irrelevant. This leads to:

Congecture 2 (T-conjecture for SPS polynomials, strong form). Consider a polynomial of the form

k m
FX) =TI £,
i=1 j=1

where each f;; € Z[X] has at most ¢t monomials. The number of integer roots of f is bounded by a
polynomial function of kmt.

Note that the size of f as defined at the beginning of Section 2 is upper bounded by kmt. Finally, we
formulate an even stronger conjecture.
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Conjecture 8 (real T-conjecture). Consider a polynomial of the form

k m
f(X) = ZHfij(X)’

where each f;; € R[X] has at most ¢ monomials. The number of real roots of f is bounded by a polynomial
function of kmdt.

One could also formulate a weak version of the real 7-conjecture where the parameters s and e would
play the same role as in Conjecture 1.

At present there isn’t a lot of evidence for or against Conjecture 3. We do know that the conjecture
holds true when k = 1: by Descarte’s rule each polynomial fi; has at most 2¢t — 2 nonzero real roots,
so f has at most 2m(¢t — 1) + 1 real roots. The case k = 2 already looks nontrivial. In the general
case we can expand f as a sum of at most kt™ monomials, so we have at most 2kt™ — 1 real roots. A
refutation of the conjecture would be interesting from the point of view of real algebra and geometry
as it would yield examples of “sparse like” polynomials with many real roots. Of course, a proof of the
conjecture would be even more interesting as it would yield a lower bound for the permanent. The theory
of fewnomials [6] provides finiteness results and sometimes quantitative estimates on the number of real
roots in very general “sparse like” situations. Unfortunately the existing estimates, at least when applied
in a straightforward manner, do not seem to yield any useful bound in this case.

Finally we point out that if true, Conjecture 3 would be a property that is really specific to SPS
polynomials: as explained in the introduction, it is known that for general arithmetic circuits the number
of real roots cannot be bounded by a polynomial function of the arithmetic circuit size.
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1 Introdction and notation

Bounded arithmetic (BA) is a theory axiomatized by the induction scheme for bounded formulas in
the language Lpa = {+,-,0,1,<,|z[,#, | 5]}. Here |z| is interpreted as [logy(z + 1)], and elements of
the range of |z| are thought as “logarithmically small”; x#y is interpreted as 21211yl and elements in
the range of # are thought of as powers of 2. Sometimes the language is additionally extended by the
function MSP(x,y) = |5;]. BA was introduced in [Bus86] and is studied largely because of its close
connections to computational complexity theory. For example, BA is finitely axiomatizable if and only
if BA proves that the polynomial hierarchy collapses ([Bus95], [Zam96]).

Bounded formulas of Lp4 form a natural quantifier alternation hierarchy. The bottom levels of the
hierarchy are: the class X of sharply bounded formulas, in which all quantifier bounds are of the form |[¢|,
and the class X% of sharply bounded formulas preceded by bounded 3 quantifiers (in the standard model
N, X% formulas define exactly the NP properties). There is a corresponding hierarchy of fragments of
BA. The best known of these is the theory S, given by a restricted induction scheme for X% formulas.
The provably total X% definable functions of S3 are exactly the polytime computable functions. For more
on the hierarchies of formulas and theories and their relation to complexity theory, see e.g. [Kra95] or
[Bus98].

Separating S3 from BA is one of the fundamental problems in the area, but it seems to be beyond
the reach of current methods. On the other hand, the theory 7%, or induction for sharply bounded
formulas, has traditionally been suspected of being pathologically weak. Actually settling the status of
T, however, remained an open problem for quite long. The last few years have finally seen progress on
this problem, leading to the conclusion that the strength of 7§ depends crucially on the presence of the
M S P function in the language. We review this progress (Sections 2 and 3) and prove some new results
(Sections 4 and 5).

Some notational conventions: we write ||x|| for absolute value to distinguish it from the |x| symbol of
Lpa. If N, N’ are models of arithmetic, N’ <; N’ means that A/’ is an elementary extension of N and
in both models J is an initial segment. Depending on the context, models of arithmetic are viewed as
non-negative parts of ordered rings or as the rings themselves, and we do not take care to distunguish
between the two cases. rcl denotes real closure (of a given field or the fraction field of a given ring); for
basic information on real closed fields and real closure, see e.g. [BCR9S].

2 The strength of sharply bounded induction with M SP

In 2006, Jerabek proved the following theorem:
Theorem 1. [Jer06] T9(MSP) proves all VX% consequences of S3.

In particular, T9(MSP) proves the totality of all polytime computable functions, and hence is a
relatively strong theory, strong enough that separating 7% (M SP) from BA now seems a distant goal.
The main ingredient of Jefdbek’s argument is the observation that T3 defines the relation “the i-th
bit of z is 17, or i € z, and that the amount of induction available in T3 (M SP) suffices to prove the
comprehension scheme

Vadly(lyl < o] A¥i < Jal(i € y < 9 (1))
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for a large class of 2§ formulas (called safe for bit-recursion).

This makes it possible to show that the class of X% definable functions provably total in T9(MSP)
contains some basic functions and is closed under composition and a type of recursion known as bounded
recursion on notation. By a result of [Cob65], this implies that all polynomial-time functions are provably
X% definable in 79 (M SP), which leads to Theorem 1.

It is worth pointing out that the class of properties definable by X4(MSP) formulas is a proper
subclass of uniform 7TC? (by [Man91], it does not contain PARITY'). Hence, even induction for a rather
weak class of formulas can yield a reasonably strong theory.

3 Sharply bounded induction and open induction

The proof presented in [Jef06] relies heavily on the presence of the M SP function in the language, and
it turns out that Theorem 1 itself requires M SP. Inspired by work of Boughattas and Ressayre [BR] on
models of weak subtheories of BA built from “nonstandard reals” instead of just “nonstandard integers”,
the paper [BK] showed that 79 in the original language Lp4 is a very weak theory. In particular:

Theorem 2. [BK] T does not prove that a power of 2 has no non-trivial odd divisors.

Since TY proves the termination of Euclid’s algorithm and hence excludes odd divisors of powers of
2, we get TY C TY(MSP).

The argument of [BK] suggests that 79 is in some ways similar to the theory IOpen, axiomatized
by the induction scheme for open (i.e. quantifier-free) formulas in the basic arithmetical language of
+,-,0,1, <. This similarity is worth exploring further, especially since IOpen and some of its extensions
are among the few subtheories of Peano Arithmetic for which it is known how to construct nonstandard
models violating rather basic statements of number theory.

Below, we modify methods used in the study of IOpen to show that a well-known nonstandard model

of IOpen can be embedded in a model of T3, and to prove an independence result for a slight extension
of TY.

4 The Shepherdson model

The following criterion, due to Shepherdson, is used in one way or another in almost all constructions of
models of IOpen:

Theorem 3. [She64] Let M be a discrete ordered ring. Then M = IOpen iff for every a € rel(M) there
exists x € M such that ||z — || < 1.

Definition 1. The Shepherdson model Mgpe, for 1Open consists of sums of the form Zf:() a X,
where n > 0 is a natural number, «; € rcl(Q) and g € Z. The ordering is defined by setting X > Z.

Mesnep was originally defined in [She64]. We prove:
Theorem 4. Mgy, can be extended to a model of Ty.
Corollary 1. TY does not prove:

(i) a power of 2 has no non-trivial odd divisors,
(i) /2 is irrational,
(iii) (x> 0Ay >0) = 23+ y3 # 23.

Parts (ii) and (iii) of the corollary follow directly from the properties of Mgpep. Part (i), which was
the main result of [BK], is an obvious consequence of the proof of Theorem 4, sketched below.
Theorem 4 is proved by adapting a classical method originally used by Wilkie in the proof of:

Theorem 5. [Wil78] Every Z-ring can be extended to a model of IOpen.
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(A Z-ring is a discretely ordered ring in which division with remainder by elements of Z is possible).
Wilkie’s argument involves embedding a given Z-ring M in a sufficiently saturated real closed field R
and building a chain of Z-rings M = My C My € M> C ... contained in R sch that | J,,.y My, = 1Open.
M, 11 is obtained from M,, by adding an element x € R which is a witness for some instance of open
induction and has the property that all non-constant polynomials in M, [z] have infinite values. The
existence of z follows from the fact that M, is a Z-ring and the saturation of R.

We adapt Wilkie’s proof to a setting in which the role of Z is played by a nonstandard initial segment
of a model of Peano Arithmetic. The initial segment is intended to be the logarithm (i.e. the range of
| -]) of a model of TY we will eventually build. So, as a starting point, we fix a countable nonstandard
model Ny E PA and an initial segment J C, Ny closed under multiplication.

Definition 2. Let N =; Ny be such that J is an initial segment of N and let M be a discretely ordered
subring of rcl(N). M is J-euclidean if J C M and division with remainder by elements of J is possible
in M, i.e. for eachx € M, 0+# i€ J, there evists y € M such that T —1 <y < 7.

Let My C rcl(Np) consist of all sums of the form Zle a2, where for each 1, i; € J, oy € rcl(J),
and additionally +a; € J if 2% € J. Clearly, My contains an isomorphic copy of Mghep. We also have:

Lemma 1. My is a J-euclidean subring of rcl(Np).

A J-euclidean ring which contains {2¢ : i € J} as a cofinal subset may be regarded as a structure
for L. Moreover, using Shepherdson’s criterion (Theorem 3) and the analysis of sets definable by X%
formulas from [BK] (carried out earlier, outside the context of nonstandard models, in [Man91]), it is
possible to show:

Lemma 2. Assume that N' =; Ny and M C rcl(N) is J-euclidean. If M |= IOpen and M contains
{2¢:i € J} as a cofinal subset, then M = T5.

To be able to use Lemma 2, we have to know that J-euclidean rings can be extended by adding
witnesses for instances of IOpen. Unfortunately, we have no obvious analogue of the saturated real
closed field from Wilkie’s construction. We deal with this issue by extending the ambient model of PA:

Lemma 3. Assume N =; Ny is countable and M is a J-euclidean subring of rcl(N). Let o € rcl(M) C
rcl(N). Then there exists a countable model N' = ; N and a J-euclidean subring M' 2 M of rcl(N7)
which contains an element x with ||z — o] < 1.

Lemma 3 is proved by a variant of a standard method from the theory of models of PA, typically used
to construct models with a fixed common initial segment (cf. Chapter 2 of [KS06]). Once we have Lemma
3, we can build a chain Ny <; N7 <; ... of models of PA and a corresponding chain Mgy C M; C ... of
J-euclidean rings. |J,,cyy My is a model of /Open, and by Lemma 2, its restriction to elements bounded
by 2¢ for some i € J is a model of T20. Since this model contains My 2 Mgpep, Theorem 4 follows.

5 An extension of T}

The results of [BK] and of Section 4 reveal a fundamental weakness of T%: it is not able to deal with
numbers viewed as binary strings. As noted, 7% can define the relation “the y-th bit of z is 17, but it
cannot prove even such basic facts as “every number has a least significant 1 bit”, or, equivalently, “for
every x, there is a least power of 2 not dividing x”. Actually, it is not hard to observe that:

Proposition 1. T9 + “every number has a least significant 1 bit” proves:

(i) a power of 2 has no non-trivial odd divisors,
(i1) V2 is irrational.

In light of Proposition 1, it is natural to ask whether any interesting independence results can be
proved for extensions of 7§ which are better at handling bits. In the simple case of 79 + “every number
has a least significant 1 bit”, we provide a positive answer.
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Theorem 6. TY + “every number has a least significant 1 bit” does not prove the existence of infinitely
many primes.

The proof is based on a method used by Smith in [Smi93] to show a number of independence results
for the theory IOpen + “every two numbers have a GCD”. Smith applies the basic machinery of Wilkie
(with some refinements due to [MM89]), but he additionally makes sure that all elements of the Z-rings
built during his chain construction are divisible only by finitely many integers. This guarantees good
control over common divisors.

An analogue in our context would be to construct chains of J-euclidean rings none of whose elements
are divisible by all powers of 2 from J. This is clearly impossible (a power of 2 above J is always divisible
by all powers of 2 from J), but a well-chosen weakening of this requirement works.

The existence of infinitely many primes may well be independent even of T9(MSP) and Si, as the
only known proof in BA uses a variant of the pigeonhole principle which is likely to be unprovable in S3.
However, even extending Theorem 6 to e.g. the (possibly somehow restricted) open induction scheme in
the language with M SP or z € y is an open problem. Another related challenging open problem concerns
the strength of I Open([%j). This theory was shown to be strictly stronger than IOpen in [Kay93], but
no non-trivial independence results for IOpen(| ] |) are known.
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Abstract. We consider Parikh images of languages accepted by non-deterministic finite automata
and context-free grammars; in other words, we treat the languages in a commutative way — we do
not care about the order of letters in the accepted word, but rather how many times each one of
them appears. In most cases we assume that the alphabet is of fixed size. We show tight complexity
bounds for problems like membership, equality, and disjointness. In particular, we show polynomial
algorithms for membership and disjointness in case of finite automata, and that inclusion and
equality are IT5 complete in case of context-free grammars over a two letter alphabet.

1 Introduction

We consider languages accepted by regular and context-free grammars, except that we treat the language
in a commutative way — we do not care about the order of letters in the accepted word, but rather how
many times each one of them appears. In this setting, usual problems, like membership and equality,
have different complexities than in the non-commutative case. We show tight complexity bounds for
those problems.

It turns out that, contrary to the non-commutative case, the size of alphabet is very important. In
the non-commutative case, we can use strings a, ab, and abb to encode a three letter alphabet {a,b,c}
using two letters. Trying to do this in the commutative case fails, since two different words ac and bb are
mapped to aabb and abab, which are commutatively the same word. There is no way to map a three letter
alphabet to a two letter one which does not collapse anything. Each new letter adds a new dimension
to the problem in the commutative case — literally: commutative words (multisets) over an alphabet of
size d are better viewed as points in a d-dimensional space, rather than strings.

A well known classic result in this area is the result of Parikh [Par66] that, for a context-free grammar
G over alphabet X, the Parikh image of G, i.e., the set out(G) C N* of such multisets M that, in some
word w € L(G), each letter x appears M (x) times, is a semilinear set. Some complexity results regarding
semilinear sets and commutative grammars have been obtained by D. Huynh [Hu80,Hu83], who has
shown that equality for semilinear sets and commutative grammars is I15-hard (where II} is the dual of
the second level of the polynomial-time hierarchy, [Sto77]).

Some research has also been done in the field of communication-free Petri nets, or Basic Parallel
Processes (BPP). A Petri net is communication-free if each transition has only one input. This restriction
means that such a Petri net is essentially equivalent to a commutative context-free grammar. [Yen96]
shows that the equivalence problem (or, in terms of grammars, equality) for BPP-nets can be solved in
pTIME (2).

Contrary to most previous papers on commutative grammars, in most cases we assume that our
alphabet is of fixed size. Sometimes we even assume alphabet of size 2, since some algorithms are very
simple in this case. We show a polynomial algorithm deciding membership for regular languages (i.e.,
whether a multiset (given in binary) is in the Parikh image of a regular language).

We also improve upon Parikh’s result in two ways, assuming that the alphabet is of size 2. First,
out(@Q) is produced as a union of linear sets with only two periods (whose magnitude is single exponential
in size of G); second, these linear sets can be grouped in a polynomial number of bundles such that each
bundle shares the pairs of periods used (we call such a bundle an A, B-frame). Unfortunately, such simple
presentation is impossible for alphabets of size greater than 2.

The following table summarizes our results. Alphabet size F means that alphabet is of fixed size, and
U means unfixed size. We use c as an abbreviation for complete. Our main results — our most important
algorithms — are marked with bold (polynomial algorithms for checking membership and disjointness for
regular grammars over alphabets of fixed size, I} completeness of the inclusion problems for context-free
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grammars over alphabets of fixed size). Problems which have been shown to be hard are marked with
stars (NP-completeness of membership checking for regular grammars over alphabets of unfixed size and
context-free grammars over alphabets of size 1, coNP-completeness of universality checking for regular
grammars over alphabets of size 1, II5-completeness of inclusion checking for context-free grammars);
the reductions are omitted for space reasons. Other results are mostly simple applications of these.

problem regular context-free
alphabet size 1 2 F U 1 2 F U
membership| P P P NPc*|NPc* NPc NPc NPc

universality |coNPc* coNPc coNPc  ?  |coNPc coNPc coNPc 7
inclusion | coNPc coNPccoNPe ?  |IFe* IFe I¥e ?
equality |coNPc coNPccoNPc ? | Ilfec e Te ?

disjointness P P P coNPc|coNPc coNPc coNPc  ?

2 Overview

In this section, we present our techniques and results in an informal way. The formal version can be
found in the following sections.

Our main observation is that we can treat our runs (or derivations in CF grammars) completely
commutatively: we just count how many times each transition (rule) has been used. In both cases,
the validity of such a ,,commutative run” can be checked by checking two very simple conditions: Euler
condition (each state is entered as many times as it is used) and connectedness (there are no unconnected
loops). From this, we immediately get that checking membership of a given multiset in a Parikh image
of a context-free language is in NP.

The second observation is that we can decompose a run into smaller parts, ultimately obtaining its
skeleton, to which we add some (simple) cycles. Since the skeleton uses all states that the original run
used (which we call its support), we can add these cycles in arbitrary numbers to our skeleton, always
getting valid runs. Moreover, in case of finite automata (regular grammars), both the skeleton and the
cycles are bounded polynomially (in the size of the automaton, |G|).

Now, linear algebraic considerations come into play. Whenever we have d linearly independent vectors
v1,...,0q with integer coordinates in a d-dimensional space, for each other vector v, there is a constant
C such that C'v can be written as a linear combination of vy, ...,vs with integer coefficients. This C is
bounded polynomially by coordinates of vy, ...,v4 (d appears in the exponent). In our case, our vectors
will be the Parikh images of our cycles, with d letters in our alphabet.

Thus, whenever we have a non-negative integer combination of more than d cycles, where the mul-
tiplicities of cycles are big enough, we can reconstruct our Parikh image using different multiplicities of
these cycles, and do such ,,shifting” until the multiplicities of some cycles drop. Thus, there are at most
d cycles which we are using in large quantities. From this, we get an algorithm for membership: we can
guess the small run and the d cycles (making sure that the run crosses these cycles), and then just check
whether we obtain our result by adding the cycles in non-negative integer amounts to our run — which
boils down to solving a system of equations. This algorithm is polynomial, since everything is bounded
polynomially.

The situation is the simplest in the case of d = 2, where instead of guessing the two cycles, we
can always use the two extreme ones v,, v, — i.e., the ones which proportionally contain the greatest
quantities of the two letters a and b in our alphabet. Each other cycle can be written as a non-negative
combination of these two. Still, we have to take the extreme cycles which cross our small run — which
means that we have to guess the two states where they cross, and then take extreme cycles crossing these
states. For unfixed d, or for context free grammars, the problem is NP complete.

Now, what about context free grammars? Generally, we can use the same techniques, but now,
skeletons and cycles are bounded exponentially. In case of d = 2, we get the following Theorem: a Parikh
image of G is a union of a polynomial number of A, B-frames; where an A, B-frame is a set of vectors
defined by some W (a subset of N% bounded by A) and two vectors v,, v, (bounded by B), consisting of
all vectors of form w + n,v, + npvp (where w € W). The number of A, B-frames is polynomial, because
our two vectors will always correspond to extreme cycles from some state. A and B are exponential.
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The following picture shows geometrically what an A, B-frame is: a set W sitting inside of a box of
size A (drawn as the letter W) is copied by shifting it in two directions. The vectors by which we are
shifting are bounded by B.

W

It turns out that two such unions of A, B-frames are equal iff they are equal in the exponen-
tially bounded region close to 0. Together with the fact that membership checking is in NP, we get
a IT¥ algorithm for checking equality (inclusion) of Parikh images of context-free grammars (for d = 2).

For d > 2, it may be impossible to get a polynomial number of A, B-frames (for which we have a
nice counterexample), which means that the approach outlined above fails (the region would be bounded
double exponentially). However, we can circumvent this by splitting N¢ into regions — when restricted
to a single region, the number of A, B-frames will be polynomial, thus allowing us to use our methods
successfully in each region separately, again getting a I15 algorithm for deciding equality. The proof is
too long and technical, and we had to omit it from this paper.

The exact complexity of deciding inclusion for alphabets of unbounded size remains open.
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Abstract. We consider functions of natural numbers which allow a combinatorial interpretation
as density functions (speed) of classes of relational structures, such as Fibonacci numbers, Bell
numbers, Catalan numbers and the like. Many of these functions satisfy a linear recurrence relation
over Z or Z,, and allow an interpretation as counting the number of relations satisfying a property
expressible in Monadic Second Order Logic (MSOL).

C. Blatter and E. Specker (1981) showed that if such a function f counts the binary relations
satisfying a property expressible in MSOL then f satisfies for every m € N a linear recurrence
relation over Z,.

In this abstract we give a complete characterization in terms of definability in MSOL of the combi-
natorial functions which satisfy a linear recurrence relation over Z, and discuss various extensions
and limitations of the Specker-Blatter theorem.

1 The Speed of a Class of Finite Relational Structures

Let P be a graph property, and P" be the set of graphs with vertex set [n]. We denote by spp(n) = |P"| the
number of labeled graphs in P™. By labeled graphs we mean the vertices are considered distinct, as oppose to the
case of counting unlabeled graphs where we would only be interested in counting isomorphism types of graphs
of size n. The function spp(n) is called the speed of P, or in earlier literature the density of P. Instead of graph
properties we also study classes of finite relational structures K with relations R; : ¢ = 1,...,s of arity p;. For
the case of s = 1 and p; = 1 such classes can be identified with binary words over the positions 1,...,n. This
ties our results with the study of formal power series. We will not discuss this in depth in this abstract.

The study of the function spx(n) has a rich literature concentrating on two types of behaviours of the sequence
spx(n): recurrence relations and growth rate. Clearly, the existence of recurrence relations limits the growth rate.

In C. Blatter and E. Specker [5] the case of K was studied, where p; < 2 for all 4 < s and K definable in
MSOL. They showed that in this case for every m € N, the sequence spx(n) is ultimately periodic modulo m,
or equivalently, that the sequence spx(n) satisfies a linear recurrence relation over Zy,.

In E.R. Scheinerman and J. Zito [15] the function spp(n) was studied for hereditary graph properties P,
i.e., graph properties closed under induced subgraphs. They were interested in the growth properties of spp(n).
The topic was further developed by J. Balogh, B. Bollobas and D. Weinreich in a sequence of papers, [7,1,2],
which showed that only six classes of growth of spp(n) are possible, roughly speaking, constant, polynomial, or
exponential growth, or growth in one of three factorial ranges. They also obtained similar results for monotone
graph properties, i.e., graph properties closed under subgraphs, [3].

In this abstract we concentrate on the relationship between definability of a class K of relational structures
and the various linear recurrence relations spic(n) satisfy.

2 Combinatorial Functions and Specker Functions

We would like to say that a function f : N — N is a combinatorial function if it has a combinatorial interpretation.
One way of making this more precise is the following. We say that I is definable in L if there is a L-sentence ¢
such that for every R-structure 2, 2 € K iff A = ¢. Then a function f : N — N is a combinatorial function if
f(n) = spic(n) for some class of finite structures K definable in a suitable logical formalism £. Here £ could be
FOL, MSOL or any interesting fragment of Second Order Logic, SOL. We assume the reader is familiar with
these logics, cf. [10].

Definition 1 (Specker' function).

1 E. Specker studied such functions in the 1970ties in his lectures on topology at ETH-Zurich.
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A function f: N — N is called a LF-Specker function if there is a finite set of relation symbols R of arity at
most k and a class of R-structures K definable in L such that f(n) = spx(n).

A typical non-trivial example is given by A. Cayley’s Theorem from 1889, which says that T'(n) = n"~2 can

be interpreted as the number of labeled trees on n vertices. Another example are the Bell numbers B, which
count the number of equivalence relations on n elements.

In this paper we study under what conditions the Specker function given by the sequence spx(n) satisfies a
linear recurrence relation.

We say a function f : N — N is ultimately periodic (u.p.) over R = Z or over R = Z, if there exist i,no € N
such that for every n > ng, f(n +14) = f(n) over R. It is well-known that f is u.p. over Z,, iff it satisfies a
linear recurrence relation with constant coefficients over Z,,. We note that if f satisfies a linear recurrence over
Z then it also satisfies a linear recurrence over Z,, for every m. C. Blatter and E. Specker proved the following
remarkable but little known theorem in [5],[6],[16].

Theorem 1 (Specker-Blatter Theorem). If f(n) = spx(n) is definable in MSOL?, MSOL with unary and
binary relation symbols only, then for every m € N, f(n) satisfies a linear recurrence relation with constant

coefficients
dm

spr(n) = Za§m)spx (n —7) (modm)

and hence is ultimately periodic over Zy,.

In [12] it was shown that in Theorem 1 the logic MSOL can be augmented by modular counting quantifiers.
Furthermore, E. Fischer showed in [11] that this cannot be extended to quaternary relations.

3 Extending MSOL and Order Invariance

In this paper we investigate the existence of linear and modular linear recurrence relations of Specker functions
for the case where K is definable in logics £ which are sublogics of SOL and extend MSOL. We now look at the
case where [n] is equipped with a linear order.

Definition 2 (Order invariance). A class D of ordered R-structures is a class of RU{<1}-structures, where
for every A € D the interpretation of the relation symbol <1 is always a linear order of the universe of A. An
L formula ¢(R,<1) for ordered R-structures is truth-value order invariant (t.v.o.i.) if for any two structures
A; = {[n],<i, R) (i =1,2) we have that A1 |= ¢ iff Ao = ¢. Note A1 and Az differ only in the linear orders <1
and <2 of [n]. We denote by TVL the set of L-formulas for ordered R-structures which are t.v.o.i. We consider
TVL formulas as formulas for R-structures.

For a class of ordered structures D, let ospp(n,<1) =

{(R1,...,Rs) C [n)"™ x ... x [n)*® : ([n], <1, Ri,...,Rs) € D}

A function f : N — N is called an L£*-ordered Specker function if there is a class of ordered R-structures D of
arity at most k definable in L such that f(n) = ospp. A function f: N — N is called a counting order invariant
(g.o.i.) LF-Specker function if there is a finite set of relation symbols R of arity at most k and a class of ordered

R-structures D definable in L such that for all linear orders <1 and <z of [n] we have f(n) = ospp(n,<1) =
ospp(n, <2).

Every formula ¢(R, <1) € TVSOLF is equivalent to the SOL* formula P(R) =3 <1 ¢(R, <1) A Prinora(<1),
where ¢rinord(<1) says <1 is a linear ordering of the universe. Moreover, every TVMSOL*-Specker function is
also a counting order invariant MSOL"-Specker function. However, there are counting order invariant MSOL?-
definable Specker functions which are not TVMSOL2-definable.

It is folklore that every formula in C, ,MSOL¥, the logic MSOL extended with modular counting quantifiers,
is equivalent to a formula in TVMSOLF.

4 Main Results

Our first result is a characterization of functions over the natural numbers which satisfy a linear recurrence
relation over Z.

Theorem 2. Let f be a function over N. Then f satisfies a linear recurrence relation over Z iff f = f1 — fa2 is
the difference of two c.o.i MSOL!-Specker functions.



Definability of Combinatorial Functions and Their Linear Recurrence Relations 67

Viewing unary structures as words, we obtain one direction of the proof of Theorem 2 via the logical char-
acterization of regular languages by R. Biichi (and later but independently of C. Elgot and B. Trakhtenbrot),
cf. [13,9], and using [8]. For the other direction we introduce Specker polynomials, which can be thought of as a
special case of graph polynomials where graphs are replaced by linear orders.

We may derive a corollary in the terminology of rational functions, cf. [14, 4]:

Corollary 1. Let f be a function N — N. Then f is Z-rational iff f is the difference of two N-rational functions.

We show that the Specker-Blatter Theorem cannot be extended to c.o.i Specker functions which are definable
in MSOL? by considering the Catalan numbers. However, if we require that the defining formula ¢ of a Specker
function is itself order invariant, i.e. ¢ € TVMSOL?, then the Specker-Blatter Theorem still holds.

Theorem 3. Let f be a TVMSOL?-Specker function. Then, for all m € N the function f satisfies a modular
linear recurrence relation modulo m.
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Abstract. We propose some class of formulas similar to X-formulas in admissible set theory which
captures the complexity class of polynomial-time computable closed subsets of Cantor space. As
a corollary, similar characterizations can be deduced for polynomial-time computable functions on
Cantor space.

Key words. Descriptive complexity, P-time computability, bounded quantification, definability.

1 Introduction

After essential progress in finite model theory resulted in beautiful semantic characterizations of the most
important complexity classes (see e.g.[3,5]), the search for suitable logics to capture natural complexity
classes for popular topological spaces becomes actual and natural. The general aim here is to bridge the
gap between numerical analysis and computability /complexity theory for continuous structures. However,
in this search one has to make a choice between existing non-equivalent approaches to computability on
continuous structures. We choose the approach of computable analysis [4, 6] because this approach seems
to be the adequate foundation for numerical analysis.

As also in discrete complexity theory, computability in polynomial time (P-time for short) on com-
putable metric spaces is especially important because it is a good candidate for formalizing the notion
of feasible computation in analysis [4,6]. In this abstract we discuss a possibility to find a logical char-
acterization of P-time computability for continuous structures in the spirit of finite model theory.

We concentrate here on the Cantor space. Among reasons in favor of the Cantor space is its com-
pactness and the fact that the P-time computable closed subsets form a lattice, in contrast with the
space of reals where the corresponding class of subsets is not closed under intersection [2,1]. As a result,
the logical characterization of the closed sets in Cantor space looks more easy and natural than in some
other spaces.

We hope to consider logical characterizations of P-time computability (and of other natural complexity
classes) in some other important spaces in a subsequent publication.

2 Preliminaries

Keeping in mind the Cantor space C' = 2, we extend our consideration to the structure A = C U W,
joining the set W = 2<¢ of finite binary strings. We recall some standard relations and operations on A.

For x € W and y € A, let z C y denote that = is a proper initial segment of y. For z,y € A, let
x < y denote that x is lexicographically less than y, in particular the situation z Ty A (z <y Vy < x)
is impossible. If z IZ y and y IZ x, let x A y denote the greatest z with z C x,y, so z € W. For f,g € C
let f @ g denote the function h such that h(2n) = f(n) and h(2n + 1) = g(n) for each n < w. For f € C
and n < w, let f|, denote the word f(0)...f(n —1). For z,y € W, x x y denotes the result of their
concatenation, and [h(z) denotes the length of x; so x may be written as the word z(0)...z(lh(x) — 1).

We equip the set A with the topology, which base consists of the sets {y € W |  C y} and the sets
{y € C | « C y}, where x € W. This topology is not standard one, but it induces the Cantor topology
on C, since the considered space A is topological sum of standard spaces W and C.

Next we list the predicates in our language (signature):

* Supported by DFG-RFBR (Grant 436 RUS 113/1002/01, 09-01-91334) and by RFBR Grant 07-01-00543a.
** Supported by DFG-RFBR (Grant 436 RUS 113/1002/01, 09-01-91334) and by RFBR Grant 07-01-00543a.
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1. The predicate < on A.
2. The unary predicates C for 2¢ and W for 2<%.

. The predicate Py(f,g) which is true iff the word f A g is defined and has 0 at the end; the predicate
P, is defined similarly with 1 instead of 0.

. The predicate R.(f, g, h) which is true iff the word f A g exists and is < h.

. The predicate R (f, g, h) which is true iff the word f A g exists and is C h.

. The predicate defined via the condition fi1 A fo < g1 A g2

. The predicate defined via the condition f; A fo C g1 A go.

. The predicate defined via the condition (f1 A f2) * (g1 A g2) < h.

. The predicate defined via the condition (f1 A f2) * (g1 A g2) C h.

10. The predicate defined via the condition (h(f1 A f2) = lh(g1 A g2).

11. The predicate defined via the condition (A(f1 A f2) - lh(g1 A g2) = lh(h1 A ha).
12. The predicate defined via the condition f @& g < h. The predicate defined via condition f & g > h.
13. The predicate defined via the condition (f A g)x0LC f.

14. The predicate defined via the condition (f A g)x 1 C f.

15. The constant symbol L for the empty word.

w

© 00 N O Ut

We are ready to explain the important notion of Ag-formula of our language. These formulas are
constructed starting from the atomic formulas using the connectives V, A and the bounded quantifiers
defined as follows: if ¥ (z, f,g) is a Ap-formula then so are the expressions Jpz|(f, g)y and Vyx|(f, g)v.
Semantically, the existential bounded quantification means that for some « it holds

W)A(@Af)EFAGA = (@Af)x0Ve=(@Af)«1) APz, f9).

The universal bounded quantification is defined similarly in such a way that Vyx|(f, g)¢ is semantically
equivalent to —3pz|(f, g)—. Note that any signature predicate symbol should occur only positively in
Ap-formulas, the negation is not permitted! This is the main reason why the following assertion holds.

Lemma 1. 1. Any Ag-definable relation on A is monotone (with respect to C) and open.
2. The restriction of any Ag-definable relation to W is P-time computable in the sense of discrete
complexity theory.

Proof is straightforward.
Another useful property of Agp-definable relation is the following

Lemma 2. If &(x1,...,x5) is a Ag-formula then the set (of tuples of finite words)
{(h17'~~7hs) S Ws|vf17"'afs((h1 E fl A hs E fs) i ds(fh?fs))}
is Ag-definable and P-time computable in the sense of discrete complezity theory.

Proof (sketch). To construct the intermediate formula @'(x1,...,25), one need to replace any
occurrences of subformulas C(x;) by formulas (C(z;) V W(a;)) for i = 1,...,s. The final formula is

D (w1,...,05) AW (z1)... AW(zy),

the required property is verified by standard induction on Ag-formulas.

3 Main result

The main result of this paper is the following

Theorem 1. Let R C 2% be a closed subset. Then R is P-time computable iff for some Ag-formula
&(x1,...,xs,9y) it holds

fe€Re Jxy,...,xs(Cx1) A.. . ANClas) N P(x1,...,2s, f)
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Proof (sketch). One part is not hard since it is based on mentioned above lemmas related to
properties of Ag-formulas. Dealing with P-time computable closed R C C, we consider the language
R*, consisting of all finite initial segments of elements of R. This language is computable in polynomial
time and we make use of famous characterization of P-time computable query languages (see e.g.[3, 5])
in modern terms of appropriate LF P-operator, considering words as structures. Class of Ag-formulas is
rather powerful to encode usual quantification on these structures, and appropriate elements of C' can
be chosen to encode calculations of corresponding LF P-operator.

Of course, the result may be trivially reformulated for the important particular case of P-time com-
putable elements of Cantor space.
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1 Introduction

In this paper we give a general framework for building bounded arithmetic theories using complete
problems for certain complexity classes. As an application we define a bounded arithmetic theory for
LOGCFL based on the acyclic conjunctive query problem.

Formulations and techniques used here based mainly on previous works by Kolokolova [3] and Nguyen
[5]. Nevertheless, we will treat complexity classes which are seemingly unable to handled directly by their
formulations.

This can be illustrated by comparing two complexity classes, namely NL. and LOGCFL. These two
classes both contain the concept of nondeterminism. However, they have rather different nature.

Consider the st-connectivity problem which is complete for NL. The witness for an instance of it is
a path from the start node to the goal node.

On the other hand, it can also be witnessed by the set of nodes which are reachable from the node s
and this can be computed in deterministic polynomial time. This means that the nondeterminism of NL
has a deterministic alternative with high feasibility.

On the contrary, it seems unlikely that most complete problems of LOGCFL also has this property.
For instance, to find a solution of an acyclic query on a database can be done nondeterministically. But
finding all solutions in brute force manner requires exponential time and thus not feasible in general.

Since Nguyen’s system VINL for NL [5] heavily depends on the property, the above argument suggests
that it is hard to construct a similar system for LOGCFL. So instead we consider another property of
when a complexity class of predicates has a nice counterpart in function classes.

Our approach is based on the Lindstrom quantifier expressing a complete problem for a given com-
plexity class. In the previous work, the author defined a system V-QS4¢ which captures LOGCFL. In
this paper we generalize the method used there and give a framework for proving the witnessing theorem
of a system defined via Lindstréom quantifier.

2 Witnessing theorem via complete problems

We assume basic knowledge about two-sort bounded arithmetic, see [3] for details.

A signature is a finite collection of relation symbols and constant symbols. For a signature o, we
define Struct(o) to be the set of finite structures over o. Let o = (Py,---, Ps) be a signature where
Py, ..., Ps are relation symbols and K C Struct(c) be a set which is complete for a given complexity
class C. We define Qg [P, ..., Ps] to be a formula in the signature o, where Qx is called the Lindstrém
quantifier.

Let 7 = (Ry,..., Rk, c1,...,¢) be a signature where Ry, ..., Ry are relation symbols and ¢y, ..., ¢
are constant symbols. For 7 formulae ¢1, ..., ¢s we define

AE Qklor, ..., 0s] & (univ(A),¢7,.... 67" € K.

for any A € Struct(r), where univ(A) is the universe of A.
When we consider the subclass C of P, the membership relation (univ(A),#1',...,$»2) € K can be
described by some XF relation. More precisely, we define

Definition 1. The set K C Struct(c) has a £F description p(n, Py, ..., P;) € XB if foralln, Py, ..., P,
o(n,Pr,...,Ps) <= ({0,....n—1},P;,...,Ps) €K

holds in the standard model.
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Now we shall give a presentation of Lindstréom quantifier in two sort systems. The language Lo of two
sort systems consists of number variables z,y, ... and string variables XY, ... together with symbols
Z(x)=0,z+y,z -y, x <y,x €Y. The idea is to give a description of the relation A = Qx[d1, ..., Ps]
in the language L. Note that a 7-structure is coded by a tuple (n,c1,...,¢;, Ry, ..., Ri) where n is the
size of the universe. The description of the above satisfaction relation is obtained by replacing P, ..., Ps
by ¢1',..., ¢ respectively.

Definition 2. Let ¢x(n, Py,...,P;) be a XE description of K for some relational signature o. Let
@1,-..,0s be Ly formulae. Then we define pxc(n,cy,...,c;, R1,..., Rk, d1,...,¢s) as the Lo formula
which is obtained from pi by replacing all occurrences of Pi(x1,...,xt,) by ¢i(x1,...,2¢,,¢1,... ¢, R1, ..., RE)

for 1 < i < s. We call this scheme the X description of Qx over the signature 7. For a class ¢ of
Lo formulae, let o(P) be the class of formulae of the form ¢ (n,c1,...,¢1,R1,...,Ri, d1,...,0s) where
¢17"‘7¢s €.

Based on this argument we define a Lo-system as follows:

Definition 3. Let K C Struct(o) for some relational signature o and @i be the X description of Qx
over the signature 7 = (i,c1,...,¢;,Ry,...,Rr). The Lo theory V-Qi consists of the axioms BASIC
together with pi(XF)-COMP.

We say that an Lo-theory T captures a complexity class C if the X7 definable functions of T coincides
with those computable in C.

Our formulation of V-Qx resembles to the theory defined by Kolokolova [3]. So we claim that
Kolokolova’s criteria for V-@ to capture a complexity class applies to our system as well with a slight
modification and by way of another theory.

Definition 4. The Ly-theory V-K is the system VO extended by the axziom stating the existence of
witnesses for IC U K¢

(Mn)(VPy)--- (VPs) (pxc(n, Pr, ..., Ps) Vix(n, Pr,..., Py))

We say that V-K is properly defined if there exist X¥ descriptions for both K and K.
We define the following criteria for a system to capture a complexity class.

— Strong closure : o (XF) is strongly closed if for any 1 € X8 (i (EF)) there exists n € o (ZF)
such that

V-Qx v <.

— Self-witnessing : ox (ZF) is self-witnessing if for (3Z < t)pR-(z, X, Z) € ox(ZF) where o} € L
if V-Qx + (V2)(VX)(3Z)p%(Z, X, Z) then there exists a polynomial growth function F(Z, X) which
is bitwise X definable in V-Qx such that

V-Qk = (V2)(VX)pk (7, X, F(z, X)).

The reason for adopting the self-witnessing condition rather than the constructiveness condition of

Kolokolova is mainly due to technical reasons. However we point out that the self-witnessing condi-

tion is closely related to the concept of computing a certificate of a predicate in a given nondeterministic

class. In fact, Gottlob et.al. [2] proved that the certificate for LOGCFL predicates can be computed

within the class and it is used to prove that the system defined in the next section captures LOGCFL.
Now we have the following witnessing theorem.

Theorem 1. Let Qi (FO) capture the complexity class C over a given signature T and has a NP de-
seription oxc(XF). Suppose that oxc(XF) is strongly closed and self-witnessing. If V-Qx contains V°
then V-Qr is equivalent to V-KC. Furthermore, both V-Qx and V-K captures the class C.

(Proof Sketch).
First we sketch the proof of the first part of the theorem. To prove that V-Qx contains V-K, we
show that V-Qx proves

(V’I’L)(Vpl) ... (VPS)(@}C(’H,Pl, .. .,PS) \Y ’lﬁ)c(’n,Pl, .. ,PS)).



Complete Problems and Bounded Arithmetc for LOGCFL 73

Since V-Q is strongly closed, it proves
(Yn)(VP1)...(VPs)(¢xc(n, P1, ..., Ps) < ¥x(n, Pr,..., Ps)).

Therefore we have -1 — @i which is equivalent to ¥ V k.

For the converse inclusion we need the conservative universal extension V-K of V-/C which is defined
in an analogous manner as in [5]. Since V-K is conservative over V-K, it suffices to show that V-IC proves
orc(ZP)-COMP. Let ¢1,...,0, € LF. First we use XF-COMP to convert each occurrence of ¢; in px
into a string P; such that

(Vo < t;)(x € P; — ¢i(x)).
Thus it suffices to show the COMP axiom for ¢ (n, P, ..., Ps). By the Skolemized version of the axiom
(Vn)(VPL) ... (VPs)(orc(n, Pry..., P) Ve (n, Py, ..., Py))
we have
(Vn)(YP1) ... (VP) (g (n, Pr, ..., Ps, Fic(n, Pr,..., P)) Vic(n, Pr,..., Ps, Fic(n, P1, ..., Py)))
for a term of V-K, where ¥, 97 € X8, Using the COMP axiom we obtain a string Y < a such that
(Vn<a)(n €Y < @%(n,Py,...,Ps, Fic(n, P1,...,P)).

Therefore
FY <a)(Vn<a)(n €Y < ox(n,Pr,...,Ps,)).
is provable in V-K and thus in V-IC.
Now the second part of the theorem follows from the witnessing theorem of V-, namely,

Theorem 2. Let Qi (FO) capture the complexity class C over a given signature 7 and has a XP de-
scription o (X8). If pxc(X8) is strongly closed and self-witnessing then V-K captures C.

3 A theory based on acyclic conjunctive queries
As an application of the witnessing argument in the previous section, we will construct a theory based
on the acyclic boolean conjunctive query problem (ABCQ) for which the following is proved:

Theorem 3 (Gottlob et.al. [1]). ABCQ is complete for LOGCFL via AC° reductions. Furthermore,
it remains complete even if all relations are restricted to binary, where LOGCFL is the class of predicates
LOGSPACE reducible to context-free languages.

We will use the binary version of ABCQ to formulate our theory. First we shall formulate the prob-
lem over finite structures of some signature. Let o4, = {D,Q} where D and @ are binary predicates.
Intuitively, D and @ represent a database and a query respectively such that

D(x,y) < (x,y) is a record for the relation in D

and
Q(i,j) < (i,7) is a conjunct in Q.

Thus we will define a complete set
Kapcg = {([n],Q, D) : the query @ has a solution in the database D}.

Let Qapcgo be the Lindstrom quantifier for the set Kapcg. Observing that ABCQ is complete for
LOGCFL, it is not difficult to see that

Proposition 1. The logic Qapcg(FO) captures LOGCFL over ordered structure.

We can define the X2 description of Kapcq in the language Lo as follows:
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Definition 5. The La-theory V-Q apcq consists of axioms BASIC together with QDABCQ(ZOB)-COMP,

Using the technique presented in the previous section we have the following:

Theorem 4. V-Qapcq contains V0 and has self-witnessing and strong closure properties. Thus V-Qapcq
LOGCFL.

The proof of the first part of Theorem 4 is obtained by formalizing some complexity theoretical results
in V-Q. For instance, the closure of Q 4pcq (X&) under complementation is obtained by defining SAC!
circuits in V-Q apcq. From this we have

Proposition 2. V-Qapcq contains V-Qsac-

where V-Qgac is the theory for LOGCFL defined in [4] in which the closure of SAC' under comple-
mentation is proved.
For the self-witnessing property, we formalize the following theorem of Gottlob et.al.

Theorem 5 (Gottlob et.al. [2]). Let M be a bounded treesize logspace ATM recognizing A. It is
possible to construct a L*OSCFL transducer T which outputs an accepting tree for M on input w € A.

This theorem implies that the witness for acyclic conjunctive query instances can be computed by
functional LOGCFL.

In V-Qapcq, we can define the computation of a bounded treesize logspace ATM, and the argument
in [2] can be formalized inside V-Qapcq-

4 Future Research

It was proved by Pollett [6] that the theory T'LS for LOGSPACE cannot prove a statement which roughly
means NLIN=co-NLIN. and conjectured that the result can be extended to a system for LOGCFL. So
our system V-Qapcg shall be a nice candidate for Pollett’s conjecture.

However, Pollett’s proof depends on Nepomnjascii’s Theorem which implies that LOGSPACE C
LinH. Thus we may need LOGSPACE to be replaced by LOGCFL in order to apply Pollett’s proof
for V-Qapcg- But we do not know whether this is possible. So we may need a different technique to
prove Pollett’s conjecture.
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1 Introduction

The idea of an automatic structure goes back to Biichi and Elgot who used finite automata to decide,
e.g., Presburger arithmetic [3]. A systematic study was initiated by Khoussainov and Nerode [7] who
also coined the name “automatic structure’. In essence, a structure is automatic if the elements of the
universe can be represented as strings from a regular language and every relation of the structure can
be recognized by a finite state automaton with several heads that proceed synchronously. Automatic
structures received increasing interest over the last years, see e.g. the recent survey [16]. One of the main
motivations for investigating automatic structures is that every automatic structure has a decidable first-
order theory, this holds even for the extension of first-order logic by the certain generalized quantifiers
(infinity [1], modulo [10], Ramsey [16]) and a severely restricted form of second-order quantification [11].

Automatic structures form a subclass of recursive (or computable) structures. A structure is recursive,
if its domain as well as all relations are recursive sets of finite words (or naturals). A well-studied
problem for recursive structures is the isomorphism problem, where it is asked whether two given recursive
structures over the same signature (written down by Turing-machines for the domain and all relations)
are isomorphic. It is well known that the isomorphism problem for recursive structures is complete for the
first level of the analytical hierarchy 1. In fact, X{-completeness holds for many subclasses of recursive
structures, e.g., for linear orders, trees, undirected graphs, Boolean algebras, Abelian p-groups, see e.g.
[2,4].

In [8], it was shown that also for automatic structures the isomorphism problem is Yi-complete.
By a direct interpretation, it follows that for the following classes the isomorphism problem is still X1-
complete [13]: automatic successor trees, automatic undirected graphs, automatic commutative monoids,
automatic partial orders, automatic lattices of height 4, and automatic 1-ary functions. On the other
hand, the isomorphism problem is decidable for automatic ordinals [9] and automatic Boolean algebras
[8]. An intermediate class is the class of all locally-finite automatic graphs, for which the isomorphism
problem is IT9-complete [15].3

For many interesting classes of automatic structures, the exact status of the isomorphism problem
is still open. In the recent survey [16] it was asked for instance, whether the isomorphism problem is
decidable for automatic equivalence relations and automatic linear orders. The same question was already
asked in [9] for linear orders. In this abstract, we answer these questions negatively. Our main results
are:

— The isomorphism problem for automatic equivalence relations is IT{-complete.

— The isomorphism problem for automatic successor trees of finite height & > 2 is Hgk_3—complete.

— The isomorphism problem for automatic linear orders is hard for level w of the hyperarithmetical
hierarchy (and therefore for every level of the arithmetical hierarchy).

Most hardness proofs from the literature for automatic structures, in particular the X}-hardness proof
for the isomorphism problem of automatic structures from [8], use transition graphs of Turing-machines,
which are automatic. This technique seems to fail for inherent reasons, when trying to prove our news
results. The reason is most obvious for equivalence relations and linear orders. These structures are
transitive but the transitive closure of the transition graph of a Turing-machine cannot be automatic
in general (it’s first-order theory is undecidable in general). Hence, we have to use a new strategy. Our
proofs are based on the undecidability of Hilbert’s 10th problem. Recall that Matiyasevich showed that

* The second and third author are supported by the DFG research project GELO.
3 For background on the arithmetical hierarchy see [14].
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every recursively enumerable set of natural numbers is Diophantine [12]. This fact was used by Honkala to
show that it is undecidable whether the range of a rational power series is N [5]. Using a similar encoding,
we show that the isomorphism problem for automatic equivalence relations is IT?-complete. Next, we
extend our technique in order to show that the isomorphism problem for automatic successor trees of
height k£ > 2 is Hgkfg—complete. Finally, using a similar but technically more involved reduction, we can
show that the isomorphism problem for automatic linear orders is hard for every level of the arithmetical
hierarchy. In fact, since our proof is uniform in the level for the arithmetical hierarchy, we immediately
get hardness for level X9 of the hyperarithmetical hierarchy. In other words: the isomorphism problem
for automatic linear orders is at least as hard as the the first-order theory of (N;+, x). At the moment
it remains open whether the isomorphism problem for automatic linear orders is X1 -complete.

2 Preliminaries

We use synchronous n-tape automata to recognize m-ary relations. Such automata have n input tapes,
each of which contains one of the input words. The n tapes are read in parallel until all input words are
processed. Formally, let Xy = X' U {0} where ¢ ¢ X. For words wy, ws, ..., w, € X*, their convolution is
aword w; ® - - @ w, € (X7)* with length max{|w|,...,|w,|}, and the k" symbol of w; ® - - ® w, is
(01,...,0,) where o; is the k" symbol of w; if k < |w;|, and o; = ¢ otherwise. An n-ary relation R is
FA recognizable if the set of convolutions of all tuples (w,...,w,) € R is regular.

A relational structure S consists of a domain D and atomic relations on the set D. A structure is
automatic if its domain is a regular language and each of its atomic relations is FA recognizable. If an
automatic structure A is isomorphic to a structure B, then A is called an automatic presentation of B
and B is automatically presentable. In this paper we sometimes abuse the terminology and refer to B
as simply automatic. The structures (N; <,+) and (Q; <) are both automatic. On the other hand, e.g.,
(N; x) and any free monoid of rank at least 2 have no automatic presentation, see e.g. [16].

Let K be a class of (finitely presented) structures. The isomorphism problem for K asks whether
A = B for two given structures A, B € K.

3 Main results

A structure (D; F) with E an equivalence relation on D is an equivalence structure.
Theorem 1. The isomorphism problem for automatic equivalence structures is I1{-complete.

Proof. For the upper bound, let £ be an automatic equivalence structure. Define the function hg :
NU{oo} — NU{oo} such that for all n € NU{oo}, he(n) equals the number of equivalence classes (possibly
infinite) in £ of size n. Note that for given n € NU{oo}, the value hg(n) can be computed effectively: one
can define in first-order logic with the infinity quantifier the set of all <jj.,-least elements* that belong
to an equivalence class of size n. Hence this set is effectively regular and its size can be computed. Now,
given two automatic equivalence structures & = (D1; Eq) and & = (Da; E2), deciding if £ & & amounts
to checking if hg, = hg,. Therefore, the isomorphism problem for automatic equivalence structures is in
9.
We prove I19-hardness using Hilbert’s 10th problem. Let N, = N\{0}. For a polynomial p(x1, ..., zx) €
N[z1,...,zx] let Img_ (p) = {p(n1,...,n%) | n1,...,nr € N3 }. Matiyasevich constructed from a given
(index of a) recursively enumerable set X C N, a polynomial p(z1,...,zx) € Z[x1,...,x%] such
that X = {n € Ny | Jyo,...,ux € Ny : p(n,ya,...,yx) = 0}, see e.g. [12]. Hence, the follow-
ing problem is IT?-complete: Given two polynomials pi(x1,...,2%), p2(71,...,2%) € Nlxy,..., 28, is
pr(x1, ..., x) # pa(21,...,xg) for all zq,... 2, € NL?

Before we can reduce this problem to the isomorphism problem of automatic equivalence relations,
we first construct, from a polynomial p € N[z, ..., x;] an automatic equivalence relation £(p) such that

Vn € Nyt hgpy(n) >0 <= n € lImg,(p). (1)

By induction on the structure of the polynomial p(Z) one can show:

4 <jjee denotes the length-lexicographical order on words.
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Lemma 1. There exists an algorithm that, given a polynomial p(T) € N[Z|, constructs a nondeterministic
automaton A[p(T)] on alphabet {a1,...,ar} such that Alp(T)] has exactly p(z1,...,xx) many accepting
runs on input aitay® - - ayk.

Let A = (S,I,A, F) be a nondeterministic finite automaton with alphabet X (A C § x X' x S is the
set of transitions, I C S is the set of initial states, and F' C S is the set of final states). We define an
automaton Runy = (5,1, A’, F') with alphabet A such that the transition relation A’ C S x A x S is
defined as:

A" ={(p,(p,a,q),q) | (p,a,q) € A}.

Let m : A* — X* be the projection morphism with 7(p,a,q) = a. The following lemma is immediate
from the definition.

Lemma 2. For u € AT we have: u € L(Runy) if and only if m(u) € L(A) and u forms an accepting
run of A on m(u).

This lemma implies that for all words w € X+, |71 (w) N L(Run_4)| equals to the number of accepting
runs of A4 on w. Note that this does not hold for w = e.

Consider now a non-zero polynomial p(x1,...,2x) € N[xy,...,zx]. Let the automaton A = A[p(T)]
be as defined in Lemma 1 and Run 4 be as defined above. Define an automatic equivalence structure £(p)
whose domain is 7~ (a] a3 -+ -a;) N L(Run). Moreover, two words u,v € 7~ !(aj a3 ---a;}) N L(Runx)
are equivalent if and only if 7(u) = 7(v). By definition and Lemma 1, a natural number y belongs to
Img_ (p) if and only if £(p) contains an equivalence class of size y, i.e., £(p) satisfies Condition (1).

After these preparations, we can prove IT9-hardness. The function C' : N x N — N with C(z,y) =
(x +y)? + 3z +y is injective (C(x,y)/2 is a well-known pairing function). For p1 (%), p2(T) € N[z], define
the following three polynomials over N:

— 51(@) = C(p1(7), p2(7))
— Sg(xl,]}g) = O(J?l +.Z‘2,.131)
— S3(x1,m2) = C(1, 21 + T2)

Let £(S1), £(52), £(S3) be automatic equivalence structures as defined above. Let £ be the disjoint
union of these three equivalence structures and let & be the disjoint union of £(S2) and £(Ss3) only. For
i € {1,2}, the w-sum of &; is the automatic equivalence structure £ consisting of Xy many copies of &;.

If p1(x1,. .., 2k) = pa(21, ..., 2k) for some xq,..., 2, € Ny, then there is y € Ny such that C(y,y)
belongs to Img (S1). Therefore in &; there is an equivalence class of size C(y,y). On the other hand,
for any z € Ny, C(z, z) does not belong to Img_, (S2) UImg, (S3) and therefore £ does not contain an
equivalence class of size C(y,y). Hence £ 2 5.

Conversely, suppose that p;(z1,...,2%) # pa(@1,...,2x) forall zq, ..., 2 € Ni. Then C(y, z) belongs
to Img, (S1) UImg, (S2) UImg, (S3) if and only if y # z, if and only if C(y, z) belongs to Img, (S2) U
Img, (S3). Therefore for any s € N, £ contains an equivalence class of size s if and only if £ contains
an equivalence class of size s. Hence &Y = £5. In summary, we have shown that Vzi,...,z, € Nﬁ :
pi(x1,...,2k) # p2(x1,...,2%) if and only if &Y = Y. Hence Theorem 1 is proved. O

A tree is a structure T = (V; <), where <r is a partial order with a least element, called the root, and
such that for every x € V, <r restricted to {y | y <7 z} is a finite linear order. One may also view a tree
as a directed graph (V, E) with an edge (u,v) € E if and only if u is the largest element in {x | z < v}.
The edge relation E is FO-definable in (V; <t). The level of a node u € V is the number of E-edges
along the path from the root to u. The height of T is the supremum of all levels of nodes in V; it may be
infinite. Here we only deal with trees of finite height. We use 7, to denote the class of automatic trees
with height at most n. Note that when n is fixed, the tree order <7 when restricted to the class 7, is
FO-definable in (V| E).

Using the uniform decidability of first-order logic with the infinity-quantifier over automatic struc-
tures, it is easy to show decidability of the isomorphism problem for the class 77. The case n = 2 of the
following theorem can be deduced from Theorem 1 using an automaticity-preserving interpretation, the
remaining proof works by induction on n.

Theorem 2. For all n > 2, the isomorphism problem for the class T,, of automatic trees is I13, -
complete.
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Our construction in the proof of Theorem 2 is uniform in the sense that given i € N and a II? set R,
for any x € N, we can effectively construct two automatic trees T1(R,x) and T>(R, z) of finite height,
such that x € R if and only if T} (R, z) = To(R, x). This uniformity gives us the following corollary. (For
a precise definition of the hyperarithmetical hierarchy see for instance [14]. A typical problem on level
X0 of the hyperarithmetical hierarchy is the first-order theory of (N;+, x).)

Corollary 1. The isomorphism problem for automatic trees of finite height is X°-complete.

Given a recursive tree T' without infinite paths, one can assign a recursive ordinal {(v) to every node v
as follows: Every leaf of T is labeled with the ordinal 0. A node with children {v; | i € I'} is labeled with
the ordinal sup{{(v;) + 1 | ¢ € I}. Let 7¢ the class of all automatic trees, for which the root is labeled
with an ordinal o < . We conjecture that for every recursive ordinal £, the isomorphism problem for 7¢
is complete for a suitable level of the hyperarithmetical hierarchy.

The following theorem can be shown using similar but technically more involved arguments than
those used for the proof of Theorem 2.

Theorem 3. The isomorphism problem for automatic linear orders is X°-hard.

Proofs for Theorem 2 and 3 will appear in a long version of this abstract.
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This work is devoted to the truth definitions method of notions in finite models. The general method
— working in infinite models only — was invented by Alfred Tarski [Tar33]. The method of FM—truth
definitions ! was introduced in [Mos01], and further investigated in [Mos03], [Kol04b], [Kol04a], [Ko105].

We discuss here some improvements of the method and we give a few important examples of FM—truth
definitions.

1 Background

1.1 Logics

We compare logics on ordered finite models by the relation < as follows. L < L' if for each L-sentence
¢ there is L’-sentence v such that ¢ and 1) are equivalent on finite ordered models. We say that L is
strictly contained in L’ (L < L) if L < L' but not L' < L. We say that L and L’ are equivalent (L = L)
if L<L and L' < L.

1.2 Finite arithmetics

We consider arithmetical models of finite initial segments of natural numbers. 2
We need the following two results.

Theorem 1. For each n, the arithmetical model on the universe {0,1,...,n*} is first order definable in
the model on the universe {0,1,...,n}, for any k > 1.

Theorem 2. All the arithmetical relations are definable in finite models in terms of BIT relation
(BIT(x,y) means that y—th bit in binary representation of x is 1). Moreover BIT is arithmetically
definable in finite models.

Combining these theorems we can think of arithmetical models in higher order logics as larger arith-
metical models, but in first order logic. For instance a finite model of the size n considered from the
point of view of monadic second order logic can be considered as an arithmetical model of the size 2"
from the point of view of first order logic.

1.3 FM-representability

The key notion in applications of the method considered is the notion of FM-representability. A relation
R C N¥ is FM-representable by an arithmetical formula ¢(zy, ..., zy) if for each k-tuple a,...,ap €N
there is m such that the following two conditions are satisfied:

— if R(a, ..., ax) then ¢(a, ..., ax) is true in all finite models greater than m;
—if =R(a, ...,ax) then @(a, ..., ax) is false in all finite models greater than m.
Each function choosing m for a given k-tuple a, ..., a; € N is called a witnessing function.

R is FM-representable if it is FM-representable by some arithmetical formula.

! FM is taken here from Finite Models.
2 All the relevant results can be found in [KMKO7].
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Theorem 3 (FM-representability theorem, [Mos01]). For each R C N¥, R is FM-representable
if and only if R is recursive with recursively enumerable oracle, or equivalently: R is AY arithmetically
definable.

Moreover if R is functional then R is FM-representable by a formula p(x1,...,z1) satisfying the
uniqueness condition:

Vi, .. VeV (e, - xe) Ae(Te, ..., o)) = o = ).
A relation R C N is arithmetically definable in finite models if there is a formula ¢(z1, ..., zy) if for
eachmanda,...,a < m:

R(a,...,ax) if and only if M |=¢(a, ..., ax),
provided the size of M is at least m.
From theorem 1 the following follows.

Theorem 4. If R C N* is FM-representable with a polynomial witnessing function then R is arith-
metically definable

As a corollary we obtain that all context free languges as well as a suitable substitution function
(treated as a ternary relation) are arithmetically definable in finite models.

2 FM truth definitions

All the finite models considered here are equipped with the standard arithmetical notions, such as
addition, multiplication, ordering, zero element, and the successor operation. The successor S loops at
the maximal element.?

We say that a formula ¢(z) is FM truth definition for a set of sentences Z if for each ¢ € Z the
equivalence (¢ = ¢("17)) holds in almost all finite ordered models.* The expression "1 denotes here
the Godel number of .

If there is FM truth definition in L’ for all L-sentences then we write L < L’. Of course concrete
truth definitions depend on vocabularies. If there is FM truth definition of vocabulary o in L’ for all
L—sentences of vocabulary o then we write L <, L'.

All the logics considered in this paper are closed on first order constructions. Additionally for all of
them the relation truth in a finite model is recursive.

The main applications of FM truth definitions are based on the following.

Theorem 5 ([Mos01]). Let L' be any logic and L be a logic closed on first order constructions. If
L« L then L<L'?

Some non—equivalence results can be obtained by means of a slightly weaker notion. We say that a
formula ¢(z) is a weak FM truth definition for a set of sentences Z if for each ¢ € Z the equivalence
(¥ = ¢("¥™)) holds in infinitely many finite ordered models. The difference is that we do not require here
that the equivalence (¢ = ¢("47)) has only finitely many exceptions. Moreover, for different formulae 1)
it can hold in different finite models. For any logics L and L/, if there is a weak FM—truth definition in
L’ for L-sentences then we write L <, L.

Theorem 6. Let L' be any logic and L be a logic closed on first order constructions. If L <, L' then
L#£L.

Essentially the proof is the same as that of theorem 5. We use the following finite version of the
diagonalization lemma. We give it here in an improved form based on theorem 4.

Theorem 7. (The finite version of the diagonalization lemma, [Mos01]) For each logic L closed
on first order constructions, and each arithmetical L—formula o(z) with one free variable x there is
L—sentence v such that the equivalence (v = @(TY™)) is true in all models of the size at least "¢
Morover the formula p(x) occurs only once in v, and this occurence is positive. More precisely, ¥
can be taken as a formula of the form Jz(&(x) A p(x)), where £(x) is a first order arithmetical formula.

3 This is only for treating S as a real function. Addition and multiplication can be treated as ternary relations.

* For broader discussion of this notion see [Mos01].

5 The ambiguity here is not essential because if I < L’ holds on ordered models then it holds on arbitrary
models. The opposite implication does not hold in general.
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3 Existence of FM—truth definitions

As a general application of theorem 3 we obtain the observation by Leszek Kotodziejczyk that the relation
< is essentially syntax independent.®

Theorem 8 ([Kol04b], [Kol05]). Let L, L1, Lo be logics with recursive relation truth in a finite model.
If L <Ly and L1 < Ly then L < Lo.

It follows from theorem 3 and the fact that if L < L; then there is Ag arithmetically definable
function f from L-sentences to Lj—sentences such that ¢ and f(p) are equivalent on finite models.
In this section we consider a few interesting examples.

3.1 First order hierarchy
For the standard first order hierarchy we have the following.

Theorem 9. — X9 < X9,
- Y < 1y,

Bool(X)) < X9,

Bool(XY) < 119,

Bool(X?) < AY.

4 Transitive Closure logics

It is known that FFO(PFP) captures PSPACE. However, in this work, instead of FO(PFP), we operate on
FO(TCy) — the first order logic enriched by second order transitive closure operators TCIQc bounding two
second order variables P; and P, of arity k and giving the transitive closure of the relation determined by
a formula between the relations denoted by P; and P». The second order transitive closure operator on
ordered models captures PSPACE by the same argument as that for FO(PFP), see [Imm99]. Therefore
we have the following.

Theorem 10. FO(TCy) captures PSPACE on ordered models, and therefore it is equivalent to
FO(PFP).

By a natural construction we obtain the following.

Theorem 11.
FO(TC) < FO(posTC3).

Considering suitable refinements of the above idea we consider sublogics of the finite order logic with
transitive closure operators of arbitrary finite types. These sublogics capture all natural space complexity
classes over NLOGSPACE. Then, by suitable refinements of theorem 11, we obtain the best known
version of the space hierarchy theorem.

41 FO < FO(TC)?

The problem ” FO <« FO(TC)?’ seems to be very difficult. Nevertheless we will consider consequences
of positive and negative answers.

assuming FO &« FO(TC) In this case NLOGSPACE < NP. This is so because the logic FO(TCy)
cannot define truth for SO. Assuming NLOGSPACE = NP, the logics FO(TC) and X} should be
equivalent. However this is impossible because FO(TC) can be separated from FO(TCy).

5 Originally, the notion of FM-representability was motivated by the proof of the diagonalization lemma. The
improved version presented here uses simple definability instead. Nevertheless the theorem of Kotodziejczyk
uses the full power of FM-represantibility.
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assuming FO < FO(TC) In this case we have min—-max FO(TC) formula defining FM—truth for
all first order formulae in empty vocabulary. This formula uses TC operator bounding 2k variables. It
can be transformed into a min—max formula with the TC operator bounding 2 variables which define
FM-truth on models of k-th power. Then FO <, FO(TC}).

5 Some Philosophical Remarks

Our way of thinking about semantics in finite conforms with Mycielski’s approach to foundations of
mathematics as presented in [Myc81]. In this paper he considers foundations of mathematics without
actual infinity.

Potentially infinite domain of natural numbers consists with

{0}

{0, 1}
{0,1,2}
{0,1,2,3} ...

On the other hand actually infinite domain of natural numbers is

{0,1,2,3,...}.

We consider semantics in Tarski’ style in potentially infinite domain. Originally Tarski [Tar33, Tar56]
considered his truth definitions in actually infinte domains. Nevertheless it was discussed in his times
how far the assuption of actual infinity was essential for defining truth. Our consideration prove that
actual infinity can be removed in a reasonable way.
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Abstract. We consider p-calculus formulas in a normal form: after a prefix of fixed-point quan-
tifiers follows a quantifier-free expression. We are interested in the problem of evaluating (model
checking) of such formula in a powerset lattice. Assumptions about the quantifier-free part of the
expression are the weakest possible: it can be any monotone function given by a black-box—we
may only ask for its value for given arguments. As a first result we prove that when the lattice is
fixed, the problem becomes polynomial. As a second result we show that any algorithm solving the

n2
logn

problem has to ask at least about n? (namely f2 ( )) queries to the function, even when the

expression consists of one p and one v.

1 Introduction

Fast evaluation of p-calculus expressions is one of the key problems in theoretical computer science.
Although it is a very important problem and many people were working on it, no one could show any
polynomial time algorithm. On the other hand the problem is in NPNco-NP, so it may be very difficult
to show any lower bound on the complexity. In such situation a natural direction of research is to slightly
modify the assumptions and see whether the problem becomes easier.

We restrict ourselves to expressions in a quantifier-prefix normal form, namely

911}1.921}2...ded.F(.%'l,...7$d), (1)

where 6; = p for odd i and 0; = v for even i. We want to evaluate such expression in the powerset model
or, equivalently, in the lattice {0,1}"™ with the order defined by ay ...a, < by ...b, when a; < b; for all
i. The function F: {0,1}"¢ — {0,1}" is an arbitrary monotone function and is given by a black-box
(oracle) which evaluates the value of the function for given arguments.

First concentrate on the problem of polynomial expression complezity, i.e. complexity for fixed size
of the model. We assume that the oracle representing the function answers in time ¢z (in other words it
is a computational procedure calculating the function in time ¢z). To simplify the complexity formulas
assume that tp > O(nd), i.e. that the procedure at least reads its arguments. A typical complexity,
in which one can evaluate the expression (1) is O(n? - t); this can be done by naive iterating [1]. We
show that, using a slightly modified version of the naive iterating algorithm, the complexity can be

O <(”;d) -t F). For big n it does not improve anything, however for fixed n the complexity is equal to

O(d™ - tp), hence is polynomial in d. This is our first result, described in Section 2.

Theorem 1. There is an algorithm which for any fized model size n calculates the value of expression
(1) in time polynomial in d and tp, namely O(d™ - tF).

Our result slightly extends an unpublished result in [2]. The authors also get polynomial expression
complexity, however using completely different techniques. Our result is stronger, since they consider only
expressions in which F' is given by a vectorial Boolean formula, not as an arbitrary function. Moreover
their complexity is slightly higher: O(d*" - |F)).

Our second result is an almost quadratic lower bound for d = 2. It was possible to achieve any
lower bound thanks to the assumption that the algorithm may access the function F' in just one way,
by evaluating its value for given arguments. Moreover, we are not interested in the exact complexity,

* Work supported by Polish government grant no. N206 008 32/0810.
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only in the number of queries to the function F'. In other words we consider decision trees: each internal
node of the tree is labeled by an argument, for which the function F' should be checked, and each its
child corresponds to a possible value of F' for that argument. The tree has to determine the value of the
expression (1): for each path from the root to a leaf there is at most one possible value of (1) for all
functions which are consistent with the answers on that path. We are interested in the height of such
trees, which justifies the following definition.

Definition 1. For any natural number d and finite lattice L we define num(d, L) as the minimal number
of queries, which has to be asked by any algorithm correctly calculating expression (1) basing only on
queries to the function F: L% — L.

In this paper we consider only the case d = 2. We show that almost n? queries are necessary in that
case. Precisely, we have the following result, described in Section 3.

Theorem 2. For any natural n it holds num(2,{0,1}") = 2 (10";1).

This result is a first step towards solving the general question, for any d. It shows that in the black-box
model something may be proved. Earlier it was unknown even if for any d there are needed more than
nd queries. Note that num(1,{0,1}") is n and that in the case when all d fixed-point operators are p
(instead of alternating p and v) it is enough to do n queries. So the result gives an example of a situation
where the alternation of fixed-point quantifiers p and v is provably more difficult than just one type of
quantifiers p or v. Although it is widely believed that the alternation should be a source of algorithmic
complexity, the author is not aware of any other result showing this phenomenon, except the result in
[3].

Let us comment the way how the function F' is given. We make the weakest possible assumptions:
the function can be given by an arbitrary program. This is called a black-box model, and was introduced
in [4]. In particular our formulation covers vectorial Boolean formulas, as well as modal formulas in a
Kripke structure of size n. Moreover our framework is more general, since not every monotone function
can be described by a modal formula of small size, even when it can be computed quickly by a procedure.
Note that the algorithm in [4], working in time O(nLd/ 2+t tr), can also be applied to our setting. On
the other hand the recent algorithms, from [5] working in time O(m??3) and from [6] working in time
mOW™) (where m > n depends on the size of F'), use the parity games framework, hence require that
F is given by a Boolean or modal formula of small size. This can be compared to models of sorting
algorithms. One possible assumption is that the only way to access the data is to compare them. Then
an {2(nlogn) lower bound can be proved. Most of the sorting algorithms work in this framework. On the
other hand, when the data can be accessed directly, faster algorithms are possible (like O(n) for strings
and O(nloglogn) for integers).

It is known that for a given structure an arbitrary u-calculus formula can be converted to a formula of
form (1) in polynomial time, see Section 2.7.4 in [7]. Hence, a polynomial algorithm evaluating expressions
of form (1) immediately gives a polynomial algorithm for arbitrary expressions. However during this
conversion one also needs to change the underlying structure to one of size nd, where d is the nesting
level of fixed-point quantifiers. So, even when the original model has fixed size n, after the normalization
the model can become very big, and our algorithm from Theorem 1 gives exponential complexity.

2 The algorithm with polynomial expression complexity

Below we present a general version of the well known iterating algorithm. The algorithm can be de-
scribed by a series of recursive procedures, one for each fixed-point operator; the goal of a procedure
Calculatei(Xl, NN 7X7;_1) is to calculate 07;581'.01‘_;,_1177;4_1 ‘e Gdzd.F(Xl, . 7X,j_1, Ty 71‘(1).

Calculatei(Xl, N ,Xifl)Z
Xi = Initializei(Xl, ST ;Xi—l)
repeat
Xi = CalculateH_l(Xl, e ,Xl)
until X; stops changing
return X;
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Moreover the most internal procedure Calculategy1(X1, ..., X4) simply returns F'(Xy,...,X4). To eval-
uate the whole expression we simply call Calculate; ().

Till now we have not specified the Initialize; procedures. When they always return 00...0 for odd
i and 11...1 for even ¢, we simply get the naive iterating algorithm from [1]. However we would like
to make use of already done computations and start a iteration from values which are closer to the
fixed-point. Of course we can not start from an arbitrary value. The following standard lemma gives
conditions under which the computations are correct.

Lemma 1. Assume that Initialize; (X1, ..., X;—1) for odd i returns either 00 ...0 or a result of a previous
call to Calculate;(X71,..., X[ ) for some X{ < Xi,...,X] | < X,;_1 and for even i either 11...1 or
a result of a previous call to Calculate;(X7,..., X!_;) for some X1 > X1,..., X/ 1 > X;—1. Then the
function Calculate; (X1, ..., X;_1) returns the correct result.

So to speed up the algorithm we need to somehow remember already calculated values of expressions
and use them later as a starting value, when the same expression for greater/smaller arguments is going
to be calculated. Instead of remembering all the results calculated so far in some sophisticated data
structure, we do a very simple trick. We simply take

00...0forz=1,
Initialize; (X1,...,X;-1) =< 11...1for i = 2, (2)
Xi,Q for ¢ 2 3.

It turns out that Initialize; defined this way satisfies assumptions of Lemma 1, so the algorithm
is correct. The complexity bound follows from a simple observation that arguments of each call to
Calculateg4 1 satisfy

X1 <X3< < Xg 38X 1< Xg<Xg < <Xy <X,

The same chain of inequalities is true for the numbers b; of bits of X; set to 1. Moreover the sequence
bi1,...,bg during each call to Calculatey;1 differs from stage to stage, it always increases in some appro-
priately defined order. There are (";d) such sequences, hence the complexity is O ((";d) . tp).

3 Quadratic lower bound

In order to prove Theorem 2 we first introduce a lattice which is more convenient than {0, 1}". Take the
alphabet I, consisting of letters ; for 1 <4 < n? and the alphabet X, = {0,1} U I,, with the following
partial order on it: the letters 7; are incomparable; the letter 0 is smaller than all other letters; the letter
1 is bigger than all other letters. We will be considering sequences of n such letters, i.e. the lattice is
2" The order on the sequences is defined as previously: a; ...a, < by ...b, when a; < b; for all i. The
idea is that one letter of X" may be encoded in O(logn) bits of {0,1}™. Hence to show Theorem 2 it is
enough to prove num(d, X7) > £2(n?).

To prove it we define a family of monotone functions, which will be difficult to distinguish by the
algorithm. A function F, ,: Y2" — X" is parametrized by a sequence z € I and by a permutation

o:{1,...,n} — {1,...,n} (note that z is from I, not from X7, so it can not contain 0 or 1, just the
letters 7;). The result of py.va.F, ,(y,x) will be z. In the following the i-th element of a sequence z € X7
is denoted by z[i]. A pair z,0 defines a sequence of values yo, ..., Yn:

4 [ zli] for o7(i) < Kk
uklil = {O otherwise.

In other words yi is equal to z, but with some letters covered: they are 0 instead of the actual letter
of z. In yi there are k uncovered letters; the permutation o defines the order, in which the letters are
uncovered. Using this sequence of values we define the function. In some sense the values of the function
are meaningful only for y = yi, we define them first (assuming y,+1 = yn):

0 if Vjsix[j] < yry1lj] and z[i] 2 yria(i] (case 1)
F. oYk, )[i] = < yrr1l] if Vjsiz[j] < ypgrls] and 2[i] > yry1[i] (case 2)
zlil i 3ysiz[j] £ Ykt [J] (case 3).
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For any other value y we look for the lowest possible k such that y < y, and we put F, ,(y,z) =
F. »(yk, z). When such k does not exists (y € z), we put F, ,(y,z)[{] = 1.

The intuition behind the functions is as follows. At each moment the algorithm knows only some &
letters of z (at the beginning it do not know any letter). Then it may decide which letter of z it want
to uncover in the next step. When it tries to uncover a letter at position o(k), it is successful; otherwise
it has to try again at another position. For the worst function it has to try all possible n — k positions
to uncover one letter of z. This gives a quadratic bound. The algorithm may also try to guess a value of
letter on some position; however there are n? different +;, so in the worst case it has to guess n? times
until it will discover a correct letter. A more detailed analysis shows that the algorithm is not able to do
anything else.

4 Concluding remarks

The detailed proofs of the results are contained in [8, 9], available on the author’s web page.

There are two natural future directions of research. First, it is very interesting to study whether the
polynomial expression complexity can be shown for arbitrary formulas (not being in the normalized form
(1)), or whether the problem is then equivalent to model checking in an arbitrary model. The second
goal is to get an exponential lower bound for an arbitrary number of fixed-point operator alternations in
the formula.
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Abstract. Sections 1 and 2 contain a survey of author’s recent results in recurrent double se-
quences over finite sets. This class of objects is a Turing complete model of computation. Special
recurrent double sequences can be deterministically produced by expansive systems of context-
free substitutions. In Section 3 we present examples of such recurrent double sequences which are
non-Frobenius and which incidentally contain a lot of triangles. The fact that those examples are
non-Frobenius completes our very young sight over those structures. Section 4 deals with a re-
current double sequence called Stairway to Heaven. The sequence contains a repetitive pattern
growing in arithmetic progression. This property permits us to prove that the sequence cannot be
generated using expansive systems of context-free substitutions. This seems to be the first known
counterexemple of such recurrent double sequence.

Key Words: recurrent double sequence, context-free substitution, Turing complete models of compu-
tation, Frobenius’ automorphism, homomorphisms of finite abelian groups. A.M.S.-Classification:
05B45, 28A80, 03D03.

1 Introduction

This article belongs to a series dedicated to the study of recurrent double sequences over finite sets and
their power of expression.

Definition 1. Let (A, f,1) be a finite structure with one ternary function f, and one constant 1. The
recurrent double sequence a : IN x IN — A starts with the values a(i,0) = a(0,7) = 1 and satisfies the
recurrence a(i,j) = f(a(i — 1,7),a(i — 1,5 — 1),a(i,j — 1)).

In [6] the author studied the problem to decide if recurrent double sequences are ultimately zero or
not, where 0 € A is some other fixed constant. It is proved that this problem is undecidable even if
restricted to binary functions with the recurrence a(4,j) = f(a(i — 1, ), a(4,j — 1)) which are, moreover,
commutative. In the next statement we call an instance of the Halting Problem a pair (M, w) where M
is a Turing machine and w is a word in M’s alphabet.

Theorem 1. To every instance (M, w) of the Halting Problem one can algorithmically associate a com-
mutative finite algebra A = (A, f,0,1) such that the recurrent double sequence defined by a(i,0) =
a(0,7) = 1 and a(i,j) = f(a(i — 1,7),a(i,j — 1)) is ultimately zero if and only if for input w: (the
machine M stops with cleared tape without having done any step in the negative side of the tape) or (the
machine M makes at least one step in the negative side of its tape and the first time when M makes such
a step the tape of M is cleared). Consequently, by the Theorem of Rice, it is undecidable if such (or the
more general) recurrent double sequences are ultimately zero.

The starting point of this research was an open problem related to a very special form of linear
recurrent double sequences over prime finite fields, posed by Lakhtakia and Passoja in [5]. The author
proved in [7] that if A =IF, is the finite field with ¢ elements and f(z,y, z) = 2 +my+ z, where m € IF,
is an arbitrary fixed element, f(z,y,z) generates a self-similar pattern (a(7,j)). In the case when ¢ is
prime and so IF, = ZZ/qZZ as ring of classes of remainders modulo ¢, the pattern can be also obtained
by substitutions of type x — zB, where B is the ¢ X ¢ matrix occurring as left upper minor in the
recurrent double sequence. This fact is not explicitly stated in [7], but is very easy to see it applying the
Kronecker product representation theorem from [7] in the case ¢ prime, where the only one automorphism
of Frobenius is the identity.

The most classical example of such recurrent double sequence is Pascal’s Triangle modulo 2, called
also Sierpinski’s Gasket. As one remark, this recurrent double sequence given by f(z,y,z) =  + z over
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IF5 can be obtained by substitutions starting with 1 at stage 0 and applying the rules 1 — 1 (1) and
0— 8 8, such that one substitutes all elements of stage n in order to achieve the stage n+ 1. The matrix

of stage k is a square and has dimension 2*.

The case analyzed above is "regular” in the sense that the substitution rules have the special form
element — matrix. The author has been surprised to observe that a lot of other repetitive phaenomena
in recurrent double sequences come from a more general kind of context-free substitution, matrix —
matrix. This makes the subject of the next section. However, we must observe here that the analogy
between these recurrent double sequences and the context-free languages as defined by Noam Chomsky in
[1] is quite limited, because our generation procedure is deterministic.

For other results concerning self-similarity and automata see [4], [2], [9]. To visualize recurrent double
sequences we use images obtained by interpreting the values as different colours. The list of colour
correspondencies will be concretely given here only if is important for understanding some proof.

2 Expansive systems of context-free substitutions

The definitions and the results of this section appeared the first time in author’s recent paper [8].

Definition 2. Let (4,1, f) be a finite structure with ternary function. Denote by R a recurrent double
sequence according to Definition 1. Suppose that two natural numbers x > 1 and s > 2 have been
fixed. For n > 1 denote by R(n) the matrix (a(i,j)) with 0 < i,j < xs"~! — 1. Call f-matrix every
u X v matrix (b(4,7)) with elements in A such that for all 1 <4i < w and 1 < j < v one has b(i,j) =
f(b(i—1,7),b(i — 1,5 —1),b(i,j — 1)), where the indexes start with 0. A xs"~! x 25"~ matrix (b(, 7))
is R(n) if and only if is a f-matrix and fulfills b(i,0) = b(0,5) = 1.

Definition 3. The fixed natural numbers z > 1 and s > 2 used in this definition can be considered to
be the same as x and s used in the Definition 2. Let y = zs. Let X be a finite set of x X z matrices
over A and )Y be a set of y X y matrices over A such that every Y € ) has a s x s block matrix
representation (X (7,7))o<i,j<s and all blocks X (4, j) € X. We call system of (context-free) substitutions
of type x — y the tuple (X, Y, X, X1), where X' : X — ) is a fixed function and X; € X is a fixed element
of X, called start-symbol. If a u x v matrix Z consists only of neighbouring blocks X(i,5) € X, Z =
(X(4,7))o<icu, 0<j<v, we define X(Z) to be the su x sv matrix with block representation (X(X(z,7))).
We define the sequence of matrices (S(n)) by S(1) = X; and S(n) = X"~ 1(X;). The number s is called
scaling factor of the system of substitutions.

Definition 4. We call the system of substitutions (X, Y, X, X1) expansive if the block representation of
the matrix X(X;) = (X (4,7)) using matrices in X fulfills the condition X (0,0) = X;. To be more clear:
X(0,0) is the x x z left upper block of X(X7).

Lemma 1. Let (X,Y, X, X1) be an expansive system of substitutions. Then for all n > 0 the matriz
S(n) is xs"~t x xs™~ L left upper minor of the matriz S(n + 1).

Definition 5. We say that a u x v matrix K = (k(«, 8)) occurs in the w X z matrix T' = (t(a, b)) if for
some 0 <i<wand 0<j<zonehasit+u<w,j+v<zandforall0 <a<wuand0 <0< wvone
has t(i + a, j + ) = k(«, 3). We say that K occurs in z-position in T if moreover z|i and x| j.

Definition 6. Let = be a fixed natural number and T be a wx x zx matrix over A. We denote N (T)
the set of all 2z x 2z matrices occurring in z-position in 7.

Definition 7. Let = be a fixed natural number and T be a wz x zz matrix over A. We denote by 7,.(T")
the set of all x X & matrices occurring in T in the positions {(0, kz) | k € IN}. Analogously, we denote by
Z.(T) the set of all  x & matrices occurring in T in the positions {(kz,0) |k € IN}.

Theorem 2. Let (A, f,1) be a finite structure with ternary function f and let (X,Y,X, X1) be an
expansive system of substitutions of type x — y over A. We define the matrices (R(n))n>1 according to
x and s = y/x given by the system of substitutions. Suppose that for some m > 1 following conditions
hold:
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Then for alln > 1 one has R(n) = S(n).

This result says essentially that if a recurrent double sequence and a double sequence produced by an
expansive system of context-free substitutions are identical in a starting minor, then they are identical
everywhere.

(1) Open Peano Curve, 512 x 512, (IFy, 222 + 2y + 222, 3).

Corollary 1. The Open Peano Curve given by (IF4,22% + 2y + 22%,3) in Figure 1 can be generated
with an expansive system of substitutions of type 2 — 4 with 7 rules. This is an example of Frobenius
polynomial. Observe that we denoted by 2 and 3 elements € and € + 1 in IFy such that € +¢e+1 = 0.

The author found hundreds of situations in which Theorem 2 applies. Most of them are produced by
linear combinations of Frobenius polynomials. Recall that for a finite field IFy, with ¢ = p*, the auto-
morphism of Frobenius  — xP generates the cyclic Galois group of the algebraic extension IF,/IF,,. The
other automorphisms are given by the polynomials :z:p,xp2, . ,xpkfl,zpk = z = id. We call Frobenius
polynomial every linear combinations of Frobeni with coefficients in IF,. All Frobenius polynomials are
additive homomorphisms of IF, in itself. I conjecture that all functions f(z,y, z) = e(z) + g(y) + h(z),
where e(x), g(y) and h(z) are Frobenius polynomials, produces recurrent double sequences which are
substitution patterns. A lot of such Frobenius examples can be found in [8]. The next section presents
some examples of recurrent double sequences that can be produced by expansive systems of substitution

but are not Frobenius.

Conjecture 1. Let G be a finite abelian group, f : G® — G a homomorphism of groups, and a € G \ {0}
an arbitrary element. Then the recurrent double sequence defined by (G, f,a) can be also constructed
using an expansive system of context-free substitutions.
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(3) Pascal’s

3 Triangular perplexity

After the definitive acceptance of the paper [8] by the journal Fractals, the author accidentally found also
a lot of recurrent double series which can be generated by expansive systems of context-free substitutions
although they are not given by sums of Frobenius terms.

Corollary 2. Pascal’s Table Runner given by (IF5, x2y*2? + 2%y* + y*22 + 4wz + 1,1) in Figure 2 can
be generated with an expansive system of substitutions of type 64 — 128 with 38 rules.

Corollary 3. Pascal’s Garden given by (IFs, 42323 + day® + 4y?2 + 2yz* + 1,1) in Figure 3 can be
generated with an expansive system of substitutions of type 64 — 128 with 109 rules.

Definition 8. Let (A4, f,1) be a recurrence producing the recurrent double sequence a(i,7)). A minimal
representation of this sequence is a recurrence (IF,, g, 1) and an embedding n : A — IF, such that g is the



Triangular perplexity and a stairway to heaven 91

least prime power > | A| and for all 4,5 € IN, n(a(i,j)) = b(4,7), where (b(7,7) is the recurrent double
sequence produced by (IF, g,1).

(4) Molten Radioactive Mark, 625 x 625. (IF5, 4x2y*22 + 4a2y3 + 49322 + 2%y22 + 4,1).

(5) Pascal’s Straightedge, 625 x 625. (IF5, 22%y*2% + 222 + 222 + 22y%2 + 1, 1).

Remark 1. The recurrent double sequences defined and presented in the Figures 2, 3, 4 and 5 do not
accept any minimal representation with Frobenius polynomials.

Proof. All four recurrent double sequences contain five different values inside, so they cannot be repre-
sented over any field smaller than IF5. On the other hand, the only Frobenius automorphism of IF5 is
the identity, so the only Frobenius polynomials in question have the form ax + by + cz 4+ d. But none of
those polynomials generates any of the patterns (2), (3), (4) or (5), as one can see after a short computer
exploration.

However, it remains an open question if those recurrent double sequences and many other examples
of this kind accept some Frobenius representation in bigger fields, or representations using finite abelian
groups and homomorhism of groups, as in the conjecture above.
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Corollary 4. Molten Radioactive Mark given by (IF5, 4xy*22 + 422y + 49322 + 2%y2% + 4, 1) in Figure
4 can be generated with an expansive system of substitutions of type 10 — 30 with 40 rules.

Corollary 5. Pascal’s Straightedge given by (IF5, 202y*2? + 222 + 222 + 2zy*2 +1,1) in Figure 5 can be
generated with an expansive system of substitutions of type 4 — 8 with 29 rules.

The title of the section is an homage of the celebrated article Pentaplexity by Sir Roger Penrose, see
[3]. In this paper the Penrose Tiling was described for the first time, together with its substitution rules.
The examples presented here contain a lot of triangles in their patterns. It is not said that all examples
are of this kind. All sequences that become periodic can be also produced by expansive systems of
substitutions.

4 Stairway to heaven

All these examples lead to the following natural question: Is it true that all recurrent double sequences
over finite sets are generated by context-free substitutions? In this section we study the recurrent double
sequence Stairway to Heaven SH given by the recurrent rule (IF5, 4x2y*22 + dxty?® +4y32* + 492 +2,1).
This recurrent double sequence contains only four elements of five and accepts minimal representations
over the field IF4. However, the recurrent sequence applies only 52 triples (z,y,2z) — f(x,y,2) from
the 64 triples in IF3, and it is quite difficult to find a nice definition in the set of 4'2 possible minimal
representations. The shortest definition found by the author has 10 polynomial terms.

(6) Stairway to Heaven, 100 x 100. (IF5, 42y*22 + 4aty3 + 4y32* + 492 + 2,1).
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(7) Stairway to Heaven, 200 x 200. (IF5, 4z2y*2? + 4aty® + 4y22* + 492 + 2, 1).
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We shall prove here that this sequence cannot be generated by expansive systems of context free
substitutions of any type. According to Figure (6) we recall the elemets of IF5 occurring in SH: white
=0, red = 1, green = 2, blue = 3.

Theorem 3. SH given by (IF5, 4x2y* 2% +42*y3 +4y32* +4y% +2,1) cannot be generated using expansive
systems of context-free substitutions.

Lemma 2. Suppose that a double sequence can be generated by an expansive system of context-free
substitutions of some type x — y. Then for all k > 2 the double sequence can be generated by expansive
systems of context-free substitutions of type kx — ky.

Proof. Let (X,),X,X1) be an expansive system of substitutions of type z — y. We define the new
expansive system of substitutions (X, )’, X', X]) in the following way: The set X’ consists of all kx x kx
matrices consisting of k? many z x x blocks, where every element of X may occur as a block. X' is the
natural block-wise extension of . Let V' be X/(X’). Let X/ be the kx X kz left upper minor of the
double sequence generated by (X, Y, X', X1). Using Lemma 1 one gets that the new system of context-free
substitutions is also expansive.

In the next statements the word minor will be used for connected minor of SH.

Definition 9. For i € IN: q; is the 5 x 5 minor starting with a(c(i), c(i)), where c(i) = i + 7i + 15,
a := ag; B; is the 2 x 2 minor a(c(i + 1) — 2,¢(i + 1) — 2), B := Bo; D; is the (8 + 2¢) x (8 + 2¢) minor
starting with a(c(4), c(7)).

Lemma 3. Fori > 1 all elements a(i,i) are blue. All minors «; are translated copies of «. All minors
Bi are translated copies of 3. The squares D; cover the first diagonal for i > 15. D; has ay; as a left upper
minor and B; as a right lower minor. Between «; and B; one finds i + 1 white stripes and i green stripes.
SH interprets the set {n € IN|n > 2} in the folowing way: For all i > 0, the square D; has exactly i + 2
many red unit-squares on every edge.

Proof. By induction. The crucial configuration to look at is the configuration around a(c(¢) — 1,¢(i) —
2i — 10). This configuration adds 2 to the edge of D;_; to get the edge of D;.

Lemma 4. Consider u € IN even, u > 8. Let N € IN even, N > 16, such that a u X uw minor starting
with a(N, N) does not contain any o; and does not intersect any 3;. Suppose that SH is decomposed in
u x u minors U(k, h), where U(k, h) starts with a(ku, hu). Let M, be the set of u x u matrices occurring
in SH as minors U(n,n) with nu > N. Then:
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— M, contains u/2 + 3 elements.
— Every element of M, occurs infinitely often on the main diagonal of SH, as U(n,n) with nu > N.

Proof. U(n,n) may contain at most one starting point for a ;. Counting the possible starting points,
we get u/2 cases. Further one has two cases where U(n,n) intersects an a; and the case where U(n,n)
does not intersect any «; and any [;.

Proof (Theorem 3). Suppose that SH can be produced by some expansive system of context-free sub-
stitutions of type x — mx. By Lemma 2 we can suppose that = is even and x > 8. Choose N good for
u = ma in the sense of Lemma 4 and observe that this value N is also good for v = x in the same sense.
Every element of M,,, occurs in SH infinitely often as minor starting in some a(kma, hmz), so all these
minors must be right hand side in a substitution rule with left hand side in M,,. So (x/2)+3 > m(z/2)+3
which is possible only for m = 1. Contradiction.

References

1. Noam Chomsky: (1956). Three models for the description of language. IRE Transactions on Information
Theory, 2, 113 - 124, 1956.

2. Jarkko Kari: Theory of cellular automata: A survey. Theoretical Computer Science 334, 3 - 33, 205.

3. Roger Penrose: Pentaplerity. Mathematical Intelligencer 2 (1), 32 - 37, 1979.

4. Benoit B. Mandelbrot: The fractal geometry of nature. W. H. Freeman and Company, San Francisco, 1977,
1982.

5. Dann E. Passoja, Akhlesh Lakhtakia: Carpets and rugs: an ezercise in numbers. Leonardo, 25, 1, 1992,
69 - 71.

6. Mihai Prunescu: Undecidable properties of recurrent double sequences. Notre Dame Journal of Formal Logic,
49, 2, 143 - 151, 2008.

7. Mihai Prunescu: Self-similar carpets over finite fields. European Journal of Combinatorics, 30, 4, 866 - 878,
2009.

8. Mihai Prunescu: Recurrent double sequences that can be produced by context-free substitutions. accepted for
publication in by Fractals, 2009.

9. Stephen J. Willson: Cellular automata can generate fractals. Discrete Applied Mathematics, 8, 1984, 91 -
99.



Herbrand Consistency of 1Ay and 1A + €24

Saeed Salehi

Department of Mathematics
University of Tabriz
29 Bahman Boulevard
51666-17766 Tabriz — Iran
root@saeedsalehi.ir
http://saeedsalehi.ir/

1 Notation and Basic Definitions

Robinson’s Arithmetic Q is a finitely axiomatized first-order theory that states some very basic facts
of arithmetic, like the injectivity of the successor function or the inductive definitions of addition and
multiplication. Peano’s arithmetic PA is the first-order theory that extends Q by the induction schema for
any arithmetical formula p(z): ¢(0) & Vz[p(x) — @(z + 1)] — Vap(z). Fragments of PA are extensions
of Q with the induction schema restricted to a class of formulas. A formula is called bounded if its
every quantifier is bounded, i.e., is either of the form Va <t(...) or 3z <t(...) where ¢ is a term; they
are read as Va(z <t — ...) and Jz(z <t A ...) respectively. It is easy to see that bounded formulas
are decidable. The theory 1A, also called bounded arithmetic, is axiomatized by Q plus the induction
schema for bounded formulas. The exponentiation function exp is defined by exp(z) = 2%; the formula
Exp expresses its totality: (Vz3y[y =exp(z)]). The inverse of exp is log; and the cut log consists of the
logarithms of all elements: log = {x | Jy[exp(z) = y|}. The superscripts above the function symbols
indicate the iteration of the functions: exp?(z) = exp(exp(z)), log? z = loglog z; similarly the cut log™ is
{z | Jylexp™(x) = y]}. Let us recall that Exp is not provable in IA; and sub-theories of 1Ay + Exp are
called weak arithmetics. Between 1A and 1Ay + Exp a hierarchy of theories is considered in the literature,
which has close connections with computational complexity. Let wg(z) = 2% and wy 1 = exp(wy(logx))
be defined inductively, and let Q,, express the totality of wy, (i.e., Qy = VzIyly = wm(x)]). We have
IA) 4+ Qn G IAg 4 Q4 for every n>0.

Skolemized form of a (preferably prenex normal) formula is obtained by removing the existential
quantifiers and replacing their corresponding variables with new (Skolem) function symbols on the uni-
versal variables that precedes the quantifier. The resulted universal formula is equi-consistent with the
original formula, in the sense that the formula is consistent if and only if the set of instances of its
Skolemized form (its Skolem instances) is consistent. This can be generalized to theories (i.e., sets of
sentences) as well. Herbrand Consistency of a theory is defined to be the (propositional) consistency of
the set of its all Skolem instances. This is a weaker notion than the standard (Hilbert style) consistency,
resembling much to cut-free consistency. Thus, for a theory T', Herbrand Consistency, HCon(T"), of T' is
equivalent to Hilbert Consistency, Con(T"), of T in sufficiently strong theories such as Peano’s Arithmetic
PA (or even IAg 4 SuperExp). But in weak arithmetics, like IAg or 1A 4 ; these are quite different
consistency predicates; which makes it difficult to deal with HCon(—) in them.

2 Background History

Two interesting theorems were proved by Z. Adamowicz in [1] about Herbrand Consistency of the theories
IAg + Qp for m > 2:

Theorem 1. For a bounded formula (%) and m > 2, if the theory
IA + Qy + FTE€log™t'0(Z) + HCongpgm-2(IAg + Q)
s consistent, then so is the theory
IAg + Qy + FT<log™™20(T),

where HCony,gm-2(—) is the relativization of HCon(—) to the cut log™ 2.
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Theorem 2. For natural m,n > 0 there exists a bounded formula n(Z) such that
IAg + Qy + T €log™n(T)
is consistent, but the theory
IAg + Qn + FTclog" ' (7)

s not consistent.
These two theorems (by putting n = m + 1 for m > 2) imply together that
(%) IAg 4 O HConyggm-—2(I1Ag 4 Q) for m > 2.

This gives a partial answer to the question of holding Gédel’s Second Incompleteness Theorem for cut-free
consistency and weak arithmetics, which was answered in full by D.E. Willard in [4].

The proof of Theorem 1 was adapted to the case of IAp + €©; in Chapter 5 of [3] by modifying the
definition of HCon(—). Thus, one gets another model-theoretic proof of the unprovability of Herbrand
Consistency of IAg + Q4 in itself. Note that Theorem 2 holds for IAg + Q1 and IA( as well. Later, L.A.
Kolodziejezyk extended (x) above to the following results in [2]:

MAIN THEOREM (of [2]): There exists n such that the theory |J,, Sm (or, equivalently IAg+ A,,, m)
does not prove the Herbrand Consistency of ST (where S§ is defined like S§ but with the language
expanded by a function symbol for #s3).

Also the following weaker result is proved in [2]:
THEOREM 4.1 (of [2]): For every m > 3 there exists an n such that Sy, t/ HCon(S}).

These results are taken to show that the Herbrand notion of Consistency cannot serve for 111 —seperating
the theories {IAg + Qx }x or {Sk }x.

3 New Results

In the paper version of this extended abstract, we would like to polish the results of [3] (Ch. 5) and make
them readable to a wider audience. The newest result is that Theorem 1 can be extended (almost) to
IA.

Let .# be the cut {z | Jy[y = exp(w1?(x))]} and put F = log.¥ = {x | Jy[y = exp(x) Ay € S|}
Another way of defining .7 is {z | Jyly = exp?(z*)]}. Then we can modify the above theorems of
Z. Adamowicz to the following:

Theorem 3. For a bounded formula 6(T), if the theory
1A + HCOH(HA()) + dz e fe(f)

is consistent, then so is the theory
IAg + IT€.T0(),

where 1Aq is the theory 1Ay augmented with the additional aziom Va3Iy(y = x - x).
Theorem 4. There exists a bounded formula n(T) such that
1Ay + JT€ In(T)

is consistent, but the theory
1Ay + T ITn(T)

s not consistent.
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These two theorems give rise to a model-theoretic proof of IAy ¥ HCon(IA).
We note that the proof of Theorem 1 in [1] goes (roughly) as follows: for a model

M E A + Q4+ TT€log™™'0(T) + HCongogm—2(1A¢ + Q)

we construct an inner model N |= IAg + Oy, (by M |= HConygm-2(IAg 4 Q)) which is definable in
M, and then squeeze a witness for T € log™+1&0(F) logarithmically to get a witness for T € log™+2&0(T)
in NV, hence we obtain the desired model

N EIA)+ Qp + IT€log™20(T).

In the squeezing process, we need to demonstrate a large (non-standard) number with a relatively small
code (Godel) number — as small as the logarithm of the number. Thus we added the redundant (and
already Q—provable) sentence VxIy(y = x - x) to the set of axioms of 1A to get a Skolem function
symbol like f with the interpretation f(z) = 2. Now we have {™(2) = 22" and we can code this number
by O(2™). This is the reason we could formulate Theorem 3 for IA instead of IAg, and then get its
corollary as IAg I HCon(I4Ag), though it would have been more desirable to give this kind of proof for
the unprovability TAg t/ HCon(IAg).

Also, L.A. Kolodziejezyk notes in [2] that his main theorem could be extended to the case of S¥
by either having a function symbol for w; in the language or adding the seemingly irrelevant axiom
Va3y(y = x# ). He then mentions that J,, Sy I/ HCon™(S3" + [Va3y(y = z#x)]).

This goes to say that by having an additional formula in the list of axioms, though it may seem too
trivial to be an axiom, one can shorten the cut-free proofs exponentially (cf. Clarification on p. 474 in
[4] and Remark on p. 636 in [2]).

To see why the proof of Theorem 2 in [1] works for Theorem 4 as well, we note that the proof does
not explicitly construct a bounded formula n(Z) which satisfies the conditions of the theorem. The proof
is by contradiction: assume for all bounded formulas 6(Z), the consistency of IAg + Q,, + IT€log™d(T)
implies the consistency of IAg + 2, + T €log™t10(7), and then we get a contradiction. The essential
relevance of the cuts log™ and log™*! in the proof is the equivalence 2* € log™ <= x € log™T.
Indeed, any two cuts &, Z which satisfy this equivalence (2*€ ¥ <= x€.7) will work in the proof of
Theorem 2 in [1]. And our cuts .#,.7 = log .# defined above, just have this relation with each other.

Finally, we believe that with the modified definition and formalization of Herbrand Consistency in [3],
the above mentioned results of [2] can be improved considerably — for the case of S% and a little beyond.
This is yet to be seen.
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1 Introduction

When comparing the different axiomatizations of bounded arithmetic and Peano arithmetic, it becomes
clear that there are similarities between the fragments of these theories. In particular, it is tempting
to draw an analogy between the hierarchies of bounded arithmetic and Peano arithmetic. However, one
cannot deny that there are essential and deeply rooted differences and the most one can claim is a weak
analogy between these hierarchies. The following quote by Kaye (see [2]) expresses this argument in an
elegant way.

Many authors have emphasized the analogies between the fragments X2-IND of I Ag+(Vz)(2'°8 % exists)
and the fragments 1Y, of Peano arithmetic. Sometimes this is helpful, but often one feels that

the bounded hierarchy of theories is of a rather different nature and new techniques must be
developed to answer the key questions concerning them.

In this paper, we propose a (conjectured) hierarchy for Peano arithmetic which is much closer to that of
bounded arithmetic than the existing one. In light of this close relation, techniques developed to establish
properties of the new hierarchy should carry over naturally to the (conjectured) hierarchy of bounded
arithmetic. As the famous P vs. NP problem is related to the collapse of the hierarchy of bounded
arithmetic, the new hierarchy may prove particularly useful in solving this famous problem.

2 Preliminaries

We assume that the reader is familiar with the fundamental notions concerning bounded arithmetic and
Peano arithmetic. For details, we refer to the first two chapters of [1]. For completeness, we mention the
Hardy hierarchy and some of its essential properties. Let « be an ordinal and let A be a limit ordinal
and A\, its n-th predecessor.

HO (x) =z,
Hyy1(z) := Ho(x 4+ 1),
H)\(l’) = H)\I(IL')
The well-known Ackermann function A(x) corresponds to H,«(z). For a given function H,(x), the
inverse H (x) is defined as (um < x)(Hy(m) > x). In general, the function H;'(z) is of much lower

complexity than H,(z). Indeed, it is well-known that A(z) is not primitive recursive and that A=!(z)
is. For brevity, we sometimes write |z, instead of H_!(x).

3 Two fundamental differences

In this section, we point out two fundamental differences between bounded arithmetic and Peano arith-
metic. In section 4, we attempt to overcome these differences.

3.1 The logarithmic function

In bounded arithmetic, the log function is defined as |z| := [logy(z + 1)]. Because the inverse of log, i.e.
the exponential function, is not total in bounded arithmetic, the log does not have its ‘usual’ properties.
The following theorem illustrates this claim.
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Theorem 1 The theory of bounded arithmetic does not prove that the log function is unbounded, i.e.
Sz i (V) (Jy) (lyl > ).

Proof. Assume Sy proves (Va)(3y)(|y| > x). By Parikh’s theorem, there is a term ¢ such that S proves
(Vz)(3y < t(z))(ly| > x). As |x| is weakly increasing, there follows (Vz)(|t(z)| > x). However, this implies
that ¢(x) grows as fast as the exponential function, which is impossible.

By completeness, there is a model of Sy in which |z| is bounded. At the very least, this theorem shows
that one should be careful with ‘visual’ proofs. Indeed, even most mathematicians would claim that it is
clear from the graph of log z that this function is unbounded. However, by itself, the previous theorem
is not a big revelation. Indeed, the same theorem (and proof) holds for PRA and A~!(x) instead of S,
and |z|. It is easy to verify that the function H_'(z) has the same property for Peano arithmetic.

So far, we showed that the log function has unusual properties in bounded arithmetic, but there seem
to be similarly ‘strange’ functions in Peano arithmetic. However, the axioms of Peano arithmetic do not
involve H ;01(33), whereas the log function is used explicitly in the axiomatization of bounded arithmetic.
Indeed, consider the following axiom schema.

Axiom schema 2 (¢-LIND) For every ¢ € &, we have

[£(0) A (Yn)(p(n) = @(n +1))] — (¥n)e(|n))-

This axiom schema is called ‘length induction’. The theory Si of bounded arithmetic consists of the
basic theory BASIC plus the £°-LIND schema. Furthermore, the theory T% consists of BASIC plus the
Xb_induction schema and the (conjectured) hierarchy of bounded arithmetic is as follows, for i > 2,

Sy CT, C-- CSCTCSH CTH Co - C S =T (1)

Thus, the log function appears in a non-trivial way in the axiomatization of bounded arithmetic, although
it has unusual properties (see theorem 1). By contrast, the function H, 6’01 () does not appear in the axioms
of Peano arithmetic.

Finally, it is worth mentioning that in the presence of the exponential function, which is available in
13, ¥ ,-IND and X,-LIND coincide. Thus, at first glance there is no analogue of the length induction
axioms for Peano arithmetic. In section 4, we shall fill this gap.

3.2 The ‘smash’ function

In bounded arithmetic, Nelson’s ‘smash’ function z#vy := 2/*I¥| plays an important role. The presence
of this function guarantees that Godel numbering can be done elegantly, that sharply bounded quan-
tifiers can be pushed into bounded quantifiers and that there is a natural correspondence between the
polynomial time hierarchy and the hierarchy of bounded arithmetical formulas (see [1, p. 100] for details).

However, the smash function is not X;-definable in IAg. Thus, it is added to A, either by the
axiom £2; which defines the function w (x,y) = /%!, or through the axioms BASIC which guarantee that
x4y = 21711l The natural counterparts for this function in PRA and Peano arithmetic are

a%y = A[A™ (z).A" (y)] and 2Qy := H,. [H_ ' (z).H, (y)].
It is easily verified that x%y is not primitive recursive and that x@y is not provably total in Peano

arithmetic. It should be noted that the latter function has recently been considered in [3] in the context
of ‘Ackermannian degrees’.

4 A new hierarchy for Peano arithmetic

In this section we introduce a new (conjectured) hierarchy of Peano arithmetic, inspired by the (conjec-
tured) hierarchy of bounded arithmetic. Thus, we refer to these theories as ‘unbounded arithmetic’. The
following axiom schema plays a central role.
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Axiom schema 3 (9-LIND) For every ¢ € @, we have

[0(0) A (Vr)(p(n) — o(n+1))] — (Vr)e(|nlc,).

Thus, we have introduced the function H_ Y(z) explicitly and the X,-LIND axioms are the natural
counterpart for the X2-LIND axioms of bounded arithmetic.

However, the theory Q+3;-LIND is not a good counterpart for S§. Indeed, recall that S} consists of the
axiom schema X°-LIND plus the axiom set BASIC. The latter makes sure that z#y = 2/*¥l is available.
Thus, the natural counterpart of the smash function in Peano arithmetic, namely xQy = H,, (|2|c,-Yl<0 )5
is missing from @ + X,,-ILIND. Thus, we define BASIC as Robinson’s theory @ plus the statement that
2Qy = H. (|7|c-|y|e,) is total. Next, we define S as the theory BASIC plus X;-LIND and T as
the theory BASIC plus X;-IND. Finally, we define Ty (respectively Sy) as the union of all theories T?
(respectively S%). It is immediate that Ty is very close to Peano Arithmetic. We have partial proofs for
the following theorem.

Theorem 4 For i > 2, we have
S} CTyC---CS,CT, CSEF C Tyt C ... €Sy =Ty = PA + BASIC.

The ubiquity of fast growing functions in PA allows us to give an alternative hierarchy. The following
axiom schema is fundamental.

Axiom schema 5 (P-LIND) For every ¢ € @, we have

[£(0) A (¥n)(p(n) = @(n+1)] = (Yn)@(Inl), )-

As in the previous, we define BASZC,, as Robinson’s theory @ plus the statement that H ) (|7|),.-1¥l(z0)..)
is total. Next, we define Si as the theory BASZC; plus X;-LIND and 73 as the theory BASZC; plus
Y-LIND. Finally, we define 73 (respectively Sy) as the union of all theories 75 (respectively S3). It is
immediate that 75 is essentially Peano Arithmetic. We have partial proofs for the following theorem.

Theorem 6 Fori > 2, we have
SSCTC---CSiCcTyCcSiTtcjt C...CSy =T, =PA.

Incidentally, if we replace the ordinal €y in schema 3 with an ordinal parameter «, then o = €( corresponds
to LIND, a = (g¢)n to LZIND and a = w? essentially to LIND. Thus, all the above length induction
schemas are ‘branches of the same tree’.

5 Some time functions

The attentive reader has noted that the length induction axioms of bounded arithmetic is not the only
place where the log-function is used explicitly. Indeed, the latter function is also used explicitly in the
definition of the polynomial time functions. In this section, we introduce two additional function classes
which play the role of the polynomial time functions in our two new hierarchies of Peano Arithmetic.

The class F'P of the polynomial time functions is obtained by closing a certain set of initial functions
under projection, composition and a restricted version of primitive recursion, called ‘limited iteration’.
Essentially, primitive recursion is allowed as long as the resulting function f(z,x) ‘does not grow too
fast’. In particular, f has to satisfy the following growth condition:

[f(z,2)] < p(|z], []), for all z, z,

where p is some polynomial.

Analogously, the class FP is defined by closing the same initial functions under projection, composition
and a restricted version of double recursion. In particular, double recursion is allowed if the resulting
function f(z,x) satisfies

\f(z7:c)|50 S h(lz‘fio? ‘$|50),
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where h is some primitive recursive function.

Analogously, the class FP is defined by closing the same initial functions under projection, composi-
tion and a restricted version of double recursion. In particular, double recursion is allowed if the resulting
function f(z,x) satisfies

Ail[f(z,a:)] < h(Afl(z),Afl(a:)),
where h is some primitive recursive function.

The functions in FP and FP may be called ‘primitive recursive time’ functions. The class FP is closely
related to the total functions of S and the class FP is closely related to the total functions of Ss.
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Abstract. In applications of the fine hierarchies their characterizations in terms of the so called
alternating trees is of principal importance. Also, in many cases a suitable version of many-one
reducibility exists that fits a given fine hierarchy. With a use of Priestley duality we obtain a
surprising result that suitable versions of alternating trees and of m-reducibilities may be found for
any given fine hierarchy, i.e. the methods of alternating trees and m-reducibilities are quite general,
which is of some methodological interest.

Along with hierarchies of sets, we consider also more general hierarchies of k-partitions and in
this context propose some new notions and establish new results, in particular extend the results
mentioned above for hierarchies of sets.

Key words. Hierarchy, m-reducibility, Boolean algebra, bounded distributive lattice, Priestley
space, alternating tree, k-partition.

1 Introduction

In several applications of fine hierarchies (see [Se08] for a recent survey), their characterisations in terms
of the so called alternating trees is of principal importance. Also, in many cases a suitable version of
m-reducibility exists that fits a given fine hierarchy (FH). Here we show a surprising result that suitable
versions of alternating trees and of m-reducibilities may be found for any given fine hierarchy, i.e. the
methods of alternating trees and m-reducibilities are quite general, which is of some methodological
interest for the hierarchy theory initiated in [Ad62]. The result is naturally described in terms of Priestley
duality [DP94]. For simplicity, we discuss our results in this introduction only for the difference hierarchy
(DH) which is the simplest and most important version of a FH; for the DH the alternating trees are
simplified to alternating chains.

Let B = (B;U,N,”,0,1) be a Boolean algebra and L a sublattice of (B;U,N,0, 1). Let L(k) be the set
of all elements | J;(az; \ aziy+1) where a; € L satisfy ag 2 a; 2 --- and ay = 0. The sequence {L(k)}k<w
is called the difference hierarchy over L. It is well known that L(k)U L(k) C L(k + 1) and U, ., L(k) is

the Boolean algebra generated by L, where L(k) = {Z | # € L(k)}. Let us mention a couple of examples:

1. Let £ be the class of open sets in an w-algebraic domain X. Then £(n) is the class of approximable
sets A C X such that there is no sequence a9 < --- < a, of compact elements with ay; € A,
asi+1 &€ A. Here < is the specialization order. A suitable reducibility is the Wadge reducibility (i.e.,
the m-reducibility by continuous functions).

2. Let L be the level 1/2 of the Straubing-Thérien hierarchy of regular languages over a given alphabet.
Then L(n) is the class of languages A such that there is no sequence ag < --- < a, of words with
ag; € A, ag;11 ¢ A. Here < is the subword order. A suitable reducibility was not known, though for
the closely related Brzozowski hierarchy such a reducibility was found in [SWO05].

3. Let L be the set of existential sentences of a signature o. Then L(n) is the set of o-sentences ¢
such that there is no sequence Ay C --- C A, of o-structures with As; | ¢, Asit1 £ . A suitable
reducibility is not known, to my knowledge.

Are there similar characterizations for an arbitrary DH? It is not obvious because there are also many
examples of DH’s in the literature for which the chain-characterisation was not known. Nevertheless, we
show that the answer is positive. Is there a suitable reducibility that fits arbitrary given DH? Again, the
answer is positive, at least for a rather broad natural class of DH’s.

Along with the DH, we establish similar results for a rich class of the FH’s. We also establish similar
results for the hierarchies of k-partitions A : X — k = {0,...,k — 1} of a given set X to k > 2 parts

* Supported by DFG-RFBR (Grant 436 RUS 113/1002/01, 09-01-91334) and by RFBR Grant 07-01-00543a.
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(Ao, ..., Ar—1) which were recently considered by several researchers in different fields of hierarchy theory
and of computable analysis [Ko00,KW00,HW94,Hem04,Se08]. The extension to k-partitions is non-trivial
because even the “right” definitions of some corresponding notions were not known.

2 Difference Hierarchy

We assume the reader to be acquainted with basic notions and facts about Stone and Priestley dualities
[DP94]. Recall that a Priestley space (X; <) is a compact topological space X equipped with a partial
order < such that for any =,y € X with € y there is a clopen up-set U with € U # y (a subset U
of X isupif x € U and x < y imply y € U). The Priestley duality states the dual equivalence between
the category of bounded distributive lattices and the category of Priestley spaces as objects and the
continuous monotone mappings as morphisms.

From Priestley duality it follows that for any bounded distributive lattice L the DH’s over L and
over the lattice £ of clopen up-sets in the dual space (X; <) are isomorphic (in a natural sense). By an
alternating chain of length k for A C X we mean a sequence (o, ...,2) of elements of X such that
9 < -+ <z and z; € Aiff ;41 € A for each i < k. Such a chain is called a 1-chain if o € K. The
next result shows that the method of alternating chains [Ad65] is completely general.

Theorem 1. Let (X; <) be a Priestley space, A C X and k > 0. Then A € L(k) iff A is clopen and has
no 1-alternating chain of length k.

Let (X;<) be a Priestley space and A, B C X. We say that A is M-reducible to B if A = f~1(B)
for some monotone continuous function f: X — X.

Theorem 2. Let (X;<) be a Priestley space.
1. For anyn >0, L(n) is closed under M -reducibility.
2. If C = L(n) \ L(n) is non-empty then L(n) has an M-complete set and C forms an M-degree.
3. If L has the separation property and C = (L(n+ 1) N L(n + 1))\ (L(n) U L(n)) is non-empty then
L(n+1)NL(n+1) has an M-complete set and C forms an M-degree.

Remark 1. For a given DH over L, the chain characterisation and the appropriate reducibility are not
unique. E.g., (4*; Q) is not isomorphic to the Priestley poset for the level 1/2 of the Straubing-Thérien
hierarchy (see Introduction, Example 1). Different chain characterisations of a given DH may provide
different useful information on the hierarchy. E.g., in [GS01,GSS08] two different chain characterisations
of the DH over the level 1/2 of the Brzozowski’s dot-depth hierarchy were found which yield, respectively,
polynomial-space and nondeterministic log-space algorithms deciding the levels of the hierarchy. qf-
Reducibility from [SWO05] fits the DH over the level 1/2 of the Brzozowski’s dot-depth hierarchy but it is
distinct from the corresponding M-reducibility. In several cases (say in Example 1 from Introduction or
for the Wagner hierarchy [Wag79]) M-reducibility coincides with reducibilities already known from the
literature.

3 Fine Hierarchy

By an w-base we mean a sequence L = {L,, },<., of bounded distributive lattices such that, for any n < w,
L,, is a sublattice of both L,,; and Ln+1~ For an w-base L, L* = Un<w L,, is a Boolean algebra. Let
M = {M,}n<w be another w-base. By a morphism f : L — M we mean a homomorphism f : L* — M*
of Boolean algebras such that f(L,) C M, for each n < w. Let B, be the category of w-bases.

By an w-space we mean a compact topological space X equipped with a sequence {<, }, <. of pre-
orders such that: for all n < w and =,y € X, x £, y implies that z € U Z y for a clopen <,-up set
U C X (the class of such sets is denoted L£,,); for any n < w,  <,41 y implies z =, y; if x =, y for
all n < w then = y. We denote such a space as (X; <g,...) or, abusing notation, just by X. Let S,
denote the category with the w-spaces as objects and continuous functions between w-spaces which are
monotone with respect to all the preorders <,,, n < w, as morphisms. We will need the following easily
verified extension of Priestley duality: the categories B, and S, are dually equivalent.

To any w-base L = {L,,} one can associate (using suitable Boolean operations) in a natural way classes
S C B(n < w,a < gg) (we omit the rather technical definition from [Se08]). We call the sequence of sets
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{Sa}a<eo, where S, = SY. the fine hierarchy over L. These sets satisfy S, U S, C Spg for a0 < 8 < €.
Let (X;<p,...) be the dual w-space for L and let £ = {L,},, be the induced w-base in X. Then L and
L are canonically isomorphic, and in fact this isomorphism extends to an isomorphism of the FH’s over
L and L. The FH over £ has a characterisation that extends Theorem 1.

The alternating chains are now extended to alternating trees as follows (cf. [Se08]). Let A C X and
T € w*. By a T-aternating tree for A we mean a family {p, | o € 2*,|o| < |7|} of elements of X such
that py € A and poo € A, po1 € A, Do <7(j0|) Pok for |o| < |7| and k < 2. Define strings 7/} (n < w) by
induction on « < gq as follows: 7§ = 0, 77, = n1l, 70, = T;H_l for v > 0, and 73, , = 7.yn75 for
§=w’-§ >0, v>0. Let 7, = 72.

Theorem 3. Let (X;<p,...) be an w-space and o < g. Then the level S, of the fine hierarchy over L
coincides with the class of clopen subsets of X that do not have T, -alternating trees.

Also Theorem 2 has a suitable extension to the FH’s; instead of M-reducibility above one has now
to take the many-one reducibility by morphisms of the category S, .

4 Hierarchies of k-Partitions

In this section we briefly discuss extensions of the results about hierarchies of sets above to hierarchies
of k-partitions. Levels of our hierarchies of k-partitions will be well partial ordered by inclusion. A
well preorder (wqo) is a preorder P that has neither infinite descending chains nor infinite antichains.
Well preorder theory is widely known as the wqo-theory. Recall that two preorders are equivalent if the
corresponding quotient posets are isomorphic.

A k-poset is an object (P; <, ¢) consisting of a poset (P;<) and a labeling ¢ : P — k. A morphism
f i (P;<,e) = (P;<',) of k-posets is a monotone function f : (P;<) — (P’; <) respecting the
labelings, i.e. satisfying ¢ = ¢’ o f. Let Fj and Py be the classes of all finite k-forests and finite k-
posets, respectively. Define [Ko00,KWO00] the preorder <j on Py, as follows: (P, ¢) <, (P’,¢), if there is
a morphism from (P, ¢) to (P, ).

Let P = (P; <) be a finite k-poset, (X; <) be a Priestley space and £ the class of clopen up-sets in
X. Let L(P) be the class of partitions A : X — k such that for some P-family {S,},cp of L-sets we have
A; = U{S, | c(p) = i} for all i < k where S, = S, \ Ugsp S¢- The family {L(P)}pep, is called the DH
of k-partitions over L. It is easy to show that P <, P’ implies £L(P) C £(P’) and that L(P) = L(F(P))
where F(P) is the unfolding of P to a k-forest defined in [Se04] (F(P) coincides with a greatest element
in ({F € Fyi | F < P},Sh)

An advantage of our definition of the DH compared with the definition from the DH of k-partitions
over posets from [Ko00] (denoted in this paragraph by {L'(P)}pep, ) is that the results of Section 2 may
be naturally extended to the DH of k-partitions (we omit exact formulation). Our DH of k-partitions is
in fact a coarsification of the hierarchy from [Ko00]: L(P) 2 |J{£(Q) | F(Q) <, P}. Another advantage
is the fact that the collection of levels of our DH of k-partitions is well partial ordered by inclusion, in
contrast to the hierarchy in [Ko00]. For the important particular case when £ has the reduction property
both definitions are equivalent (this is proved using an argument from [Se04]).

Also the results of Section 3 have natural extensions to the case of k-partitions. Because of lack of
space we only give the definition of partial orders which describe the order (under inclusion) of levels of
the FH of k-partitions. For a preorder (Q; <), let 7o denote the preorder formed by the finite Q-labeled
trees (T, ¢), ¢c: T — @Q, preordered by: (T,¢) <p, (T”,¢) iff there is a monotone function ¢ : T — T’ such
that c(z) < ¢/(f(z)) for each x € T. As is well known from the wqo-theory, if @ is a wqo then so is also
715.
Define the sequence {7 (n)},<. of preorders by induction on n as follows: 7;(0) is the antichain k
on the set k, and 7y (n + 1) = 77, (). Identifying k with the minimal elements of 7;,(1), we may assume
that 75(0) is an initial segment of 73 (1) and, moreover, 7 (n) is an initial segment of 7 (n + 1) for each
n > 0. Therefore, 73 (w) = U,,., Zx(n) is a wqo and 77, (. coincides with 7y (w). For any n < w, let
7.5 (n) be the class of finite subsets of 7y (n) preordered by: F' < G iff for any T € F there is S € G with
T < G. It is easy to check that 7,*(1) is equivalent to Fj with the h-preorder.

For an w-space (X; <o,...), the levels of the FH of k-partitions over the induced w-base £ in X are
ordered by inclusion as the quotient-poset of 7, (w), and the results of Section 3 may be extended to this
case. There are several interesting examples of such FH’s. E.g., with a heavy use of one such FH we can
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extend the main facts on the Wagner hierarchy of regular sets [Wag79] to the case of regular k-partitions
(completing thus the results in [Se07]). In particular, we have:

Theorem 4. The Wadge preorder on the set of w-regular k-partitions is equivalent to 7,7 (2).
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The approach presented in this paper is a generalization of Immerman’s result from [Imm8&7], i.e. the
fact that first order logic with first order transitive closure operator captures NLOGSPACE. We discuss
logics of finite orders with transitive closure operators of various orders. These logics are intuitive and
productive tools for describing some interesting space complexity classes. The general inspiration follows
from Mostowski’s work presented in [Most01] and devoted to studying sublogics of finite order logic in
finite models. The ideas of that work were further developed in application to time complexity classes in
Kolodziejezyk’s papers [Kol04a] and [Kot04b].

We consider arithmetical models on finite initial segments U = {0,...,m — 1}. These models are
supplied with standard arithmetical operations such as addition and multiplication, treated as ternary
relations. Let us observe that addition and multiplication are definable by means of the successor relation
in the logic of first order transitive closure. In the models under consideration, the greatest element m —1
is denoted by max.

We define types as follows. ¢ is a type (the basic type) and, if 71, ..., 7y are types, then 7 = (71,...,7%)
is also a type. The corresponding universes are defined as follows. U, = U, and U, = P (U, X ... x U,).
Each type 7 determines the corresponding function h,:IN — IN. h, (m) = m, and h, (m) = 2mhm,
Then we show, using a technique suggested by Marcin Mostowski, that finite arithmetic over U =
{0,...,m—1} in the logic with quantification restricted to a type 7 and its subtypes is equivalent to first
order arithmetic over U’ = {0,...,h, (m) — 1}. That technique involves an alternative way of proving
one of Zdanowski’s results from [Zd05].

We define the order of a type 7, denoted by ord (1), as follows. ord (¢) = 1, and if 7 = (74,...,7%), then
ord (1) = maz {ord (1;):1 < i < k}. Finite order logic, L,,, is the logic that allows quantification over
variables of arbitrary types. The n-th order logic, L,, is said to be the sublogic of L, with quantification
restricted to viariables of types with orders of at most n.

For each type 7 and each binary relation between objects of type 7 (or k-tuples of such objects) we
define the transitive closure of that relation. We introduce transitive closure operators that applied to
a formula defining the relation R denote the transitive closure of R. We say that a transitive closure
operator is of order n and that it has arity k iff it is applicable to formulas describing relations R of
order n and with arity 2k, i.e. such that R € U,, for some type 7 of order n, where 7 = (71, ..., Tax).

We consider logics L, (T'Cy,+1) or order n with added transitive closure operator of order n + 1. The
syntax for such logics is similar to that of the first order logic of transitive closure, as presented in, for
example, [Imm87]. We also consider sublogics of L,, (T'Cy,4+1) consisting of only positive formulas. They
are of the form

[TCp (1, P,)] (0,MAX) |,

where ¢ defines a relation of type (7,7), 0 is the empty relation of type 7 and MAX is the full relation
of type 7 (they can be defined by ,,x # 2” and ,,# = 2”7, respectively). Such sublogic of L, (T'Cy1) is
denoted by L,, (posTCp41).

We also introduce transitive closure operators restricted by some functions — TC7. Such operators
ignore bits beyond f (m) in models of cardinality m. We achieve this by defining inductively orders <,
for each type 7. <, is simply < and if « and y are variables of type 7 = (11, ..., 7), then

T <,y =g ZNV0 <, 5 Z(@@) =y (W) Az (2) Ay (2)]
where U = (v1,...,v;) and W <., ... -, Z is a shortcut for

wy <p 21V
\ (w1 =5 21 Nwa <, 22) \Y
\/(w1 =n 21 N W2 =, 29 N w3z <4 2’3)\/...

V(W = A AW =0y 29 A A WE <gy ZE)
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where v =,, v’ is a shortcut for = (v <, V') A= (V' <;, v). Having defined such orders for all types, we say
that a transitive closure operator is restricted by some function f such that f is everywhere-dominated
by the function A, for some type 7, and denote it by TC7, iff TC¥ can be applied only to formulas with
all the quantifiers restricted to the f(max)-th element of the order <,. We denote the n-th order logic

with the n 4 1-th order transitive closure operator of arity k£ and restricted to f by L, (TC’,{fl) and

its sublogic consisting only of positive formulas by L, (posTC,{fl) If we allow arbitrary arity k, we get

L, (TCj:fl) and L, (posTC’jifJ, respectively.

We consider space complexity classes as classes of finite arithmetical models recognized by Turing
machines with binary memory of the size < f (m), for a proper function f. Thus NSPACE (f) is smaller
than NSPACE (O (f)). Essentially we consider nondeterministic space complexity classes.

The generalization of Immerman’s result mentioned in the first paragraph consists in following the
idea visualized in the figure below.

Input data:

n
Available working memory:

hr (n)
Restricted working memory:

f(n)
The idea is that if we have an input model of size n (its universe being the initial segment of natural
numbers) and allow the transitive closure operator acting on relations R between objects of type 7, we
operate in logic FO(TC') over models of size h,(n). Then, if we limit formulas defining relations R to
those with quantifiers restricted to f(max), we move to models of size f(n). Having established that, we
can prove the following theorems, using well known techniques from, for example [EF95].

Theorem 1. For every arithmetically definable and space constructible function f such that there is a
function hy such that for allm € IN g (m) < h, (m), where g(z) = f (z) +log f () + ¢+ dlog (x), for
some ¢ and d, if T = (11,...,7%) and ord (1) = n, then:

NSPACE (f) C Ly, (posTogil)

Theorem 2. For every arithmetically definable and space constructible function f such that there is a
function h, such that for allm € IN f (m) < h, (m), if ord (1) = n, then:

L (posTcgil) C SPACE (2f + O(logf))
Theorem 3. For f,h, and g like in Theorem 1,

Lo (TClL) € SPACE(O(f)) € Ly (TCI1)
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Abstract. Toda [10] proved in 1989 that the (discrete) polynomial time hierarchy, PH, is con-
tained in the class P#F, namely the class of languages that can be decided by a Turing machine
in polynomial time given access to an oracle with the power to compute a function in the counting
complexity class #P.

We prove an analogous result in the complexity theory over the reals. Unlike Toda’s proof in the
discrete case, which relied on sophisticated combinatorial arguments, our proof is topological in
nature.

Keywords: Polynomial hierarchy, Betti numbers, Semi-algebraic sets, Toda’s theorem.

1 Introduction

The primary motivation for our result comes from classical (i.e. discrete) computational complexity
theory. In that setting, a seminal result due to Toda [10] links the complexity of counting with that of
deciding sentences with a fixed number of quantifier alternations.

Theorem 1 (Toda [10]). PH C P#P.

Here, PH denotes the (discrete) polynomial hierarchy, and #P is the counting class associated with the
decision problems in NP: it can be defined as the set of functions f(z) which, for any input z, return
the number of accepting paths for the input z in some non-deterministic Turing machine. Thus, Toda’s
theorem asserts that any language in the polynomial hierarchy can be decided by a Turing machine in
polynomial time, given access to an oracle with the power to compute a function in #P. (Only one call
to the oracle is required in the proof.)

While it is obvious that the classes P,NP,coNP are contained in P#P, the proof for the higher
levels of the polynomial hierarchy is quite non-trivial, and requires previous results of Schoning [8], and
Valiant and Vazirani [11]. We prove the following real analogue of Theorem 1.

+
Theorem 2 (Real analogue of Toda’s theorem). PHf C PﬁPR.
Establishing such a result is not straightforward, for the following reasons.

— While the problem of defining the real polynomial hierarchy PHpg is straightforward, there is no
consensus on the “right” generalization of the counting class #P to the reals. Our choice, which we
denoted #PL (Definition 3), is crucial to the proof.

— Because of the presence of an intermediate complexity class in Toda’s original proof, there seems to
be no direct way of extending such a proof to real complexity classes in the sense of Blum-Shub-Smale
model of computation [2,9].

Thus, the proof of Theorem 2 proceeds along completely different lines; it is mainly topological in
nature, and technical reasons require us to consider a compact restriction PHE of the real polynomial
hierarchy.

* A more complete extended abstract appears in the proceedings of the 50th Annual IEEE Symposium on
Foundations of Computer Science (FOCS ’09). The full paper will appear in Foundations of Computational
Mathematics.
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2 Real Machines and Complexity Classes

We let R be the real field (or, more generally, any real-closed field).

2.1 Real Turing Machines

In the late eighties Blum, Shub and Smale [2,9] introduced the notion of Turing machines over more
general fields, thereby generalizing the classical problems of computational complexity theory such as P
vs NP to corresponding problems over arbitrary fields (such as the real, complex, p-adic numbers etc.) In
particular, Blum, Shub, and Smale (henceforth B-S-S) proved the NPg-completeness of the problem of
deciding whether a real polynomial equation in many variables of degree at most four has a real solution
(this is the real analogue of Cook-Levin’s theorem that the satisfiability problem is NP-complete in
the discrete case), and subsequently through the work of several researchers (Koiran, Biirgisser, Cucker,
Meer to name a few) a well-established complexity theory over the reals has been built up, mirroring
closely the discrete case.

2.2 Real Analogue of P
The analogue of the polynomial class for the reals is well known.

Definition 1. Let k(n) be any polynomial in n. A sequence of semi-algebraic sets (T, C R¥™),o¢ is
said to belong to the class Py if there exists a Turing machine M over R (see [2,1]), such that for all
x € R¥™) | the machine M tests membership of x in T}, in time bounded by a polynomial in n.

2.3 The Compact Hierarchy PHf

For technical reasons linked to the topological methods used we need to restrict to compact semi-algebraic
sets, and for this purpose, we will now define a compact analogue of PHy that we will denote PHE.
Unlike in the non-compact case, we will assume all variables vary over certain compact semi-algebraic
sets (namely spheres of varying dimensions).

Notation 3. We denote by S¥(0,7) the sphere in R¥*! of radius r centered at the origin, and by S* the
unit sphere S¥(0,1).

Definition 2 (Compact real polynomial hierarchy). Let
k(n),ki(n),... ko(n)

be polynomials in n. A sequence of semi-algebraic sets (S, C Sk(”))n>0 is in the complexity class X ,,
if for each n > 0 the semi-algebraic set Sy, is described by a first order formula

(@ Y' e sy Q.Y € SF")g, (Xo, ..., Xign), Y, ..., YY), (1)

with ¢y, a quantifier-free first order formula defining a closed semi-algebraic subset of S¥1(7) x. .. x Sk ()
Sk and for eachi,1 <i<w, Y' = (Yg,... YY) is a block of ki(n)+1 variables, Q; € {3,V}, with Q; #
Qj+1,1 <j <w, @1 =3, and the sequence of semi-algebraic sets (T,, C Sk1(n) ... x Sk () Sk(”))n>0
defined by the formulas (¢n)n>0 belongs to the class Pg.

We define the class IIf; , as above, with the exception that the alternating quantifiers in (1) start

with Q1 = V. Finally define the compact real polynomial time hierarchy to be the union
def
PH; “ (J (S, uTg,) = U She = U T
w>0 w>0 w>0
Notice that the semi-algebraic sets belonging to any language in PHY; are all semi-algebraic compact
(in fact closed semi-algebraic subsets of spheres). Also, note the inclusion

PH{, c PHy.

Remark 1. Even though the restriction to compact semi-algebraic sets might appear to be only a tech-
nicality at first glance, this is actually an important restriction. For instance, it is a long-standing open
question in real complexity theory whether there exists an NPg-complete problem which belongs to the
class ¥g | (the compact version of the class NPg).
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2.4 Example

The following is an example of a language in X% ; (i.e. the compact version of NPR). Let k(n) = (”14) -1

and identify R¥(™+1 with the space of homogeneous polynomials in R[Xy, ..., X,] of degree 4. Let
S, C S* c RE(M+L he defined by

S, ={PeSF™ | Ix = (20 :---:z,) € P} with P(x) = 0};

in other words .S, is the set of (normalized) real forms of degree 4 which have a zero in the real projective
space P}. Then
(Sn C Sk(n))n>0 € 2%1,17

since it is easy to see that .S, also admits the description:
S, ={P e SF™ | 3x € 8" with P(x) = 0}.

Note that it is not known if (S, C Sk("))n>0 is NPgr-complete while the non-compact version of this
language i.e. the language consisting of (possibly non-homogeneous) polynomials of degree at most four
having a zero in A}, (instead of P} ), has been shown to be NPg-complete [1].

2.5 Real Analogue of #P

In order to define real analogues of counting complexity classes of discrete complexity theory, it is
necessary to identify the proper notion of “counting” in the context of semi-algebraic geometry. Counting
complexity classes over the reals have been defined previously by Meer [7], and studied extensively by
other authors [4]. These authors used a straightforward generalization to semi-algebraic sets of counting
in the case of finite sets — namely the counting function took the value of the cardinality of a semi-
algebraic set if it happened to be finite, and oo otherwise. This is in our view not a fully satisfactory
generalization since the count gives no information when the semi-algebraic set is infinite, and most
interesting semi-algebraic sets have infinite cardinality. Moreover, no real analogue of Toda’s theorem
has been proved using this definition of counting.

Notation 4. For any semi-algebraic set S C R* we denote by b;(S) the i-th Betti number (that is the
rank of the singular homology group H;(S) = H;(S,Z)) of S. We also let Py € Z[T| denote the Poincaré
polynomial of S, namely Pg(T) = Z bi(S) T

i>0
The polynomial Ps(T') clearly generalizes counting. Indeed, Pg(0) counts the number of connected com-
ponents of S, and thus the cardinality of S when S is a finite set of points.

Remark 2. The problems of “counting” varieties and computing their Betti numbers are connected at a
deeper, more direct level over fields of positive characteristic via the zeta function. Thus our choice of
definition for a real analogue of #P is not altogether ad hoc.

The above considerations motivate us to depart from the definition of #Pgr considered previously in
[7,4]. We denote our class #PI{ to avoid any possible confusion with these authors’ work.

Definition 3 (The class #Pg). We say a sequence of functions (f, : R™ — Z[T])n>o is in the class
#PE, if there exists a language (S, C R™)n>0 € Pr, as well as a polynomial m(n), such that

fn(x) = Psm+n,x (T)

for each x € R™, where Sy in.x 18 the fiber Spyn N7 1(X) of the projection along the first m co-ordinates
m:R™" — R", and Ps (T) is the corresponding Poincaré polynomial.

m+n,x

Remark 3. Note that the class #P% is quite robust. For instance, given two sequences (f,,)n>0, (gn)n>0 €
#PE it follows (by taking disjoint union of the corresponding semi-algebraic sets) that (f,, + gn)n>0 €

#PE7 and also (frngn)n>o0 € #P% (by taking Cartesian product of the corresponding semi-algebraic sets
and using the multiplicative property of the Poincaré polynomials, which itself is a consequence of the
Kunneth formula in homology theory.)
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3 Main Ideas and Techniques

3.1 Topological Constructions

Our main tool is a topological construction which, given a semi-algebraic set S C R™", p > 0, and
Ty : R™T™ C R™ the projection along (say) the Y co-ordinates, constructs efficiently a semi-algebraic
set, D%, (S), such that

bi(ry(S)) = b;(D%(S)), 0<i<p (2)
A precursor to this construction appears in [6], based on the so called “descent” spectral sequence which,
under the right conditions, converges to the homology of a set given by a quantified formula.

In this paper we need to be able to recover exactly (not just bound) the Betti numbers of 7wy (S) from
those of D%, (S). Moreover, it is very important in our context that membership in the semi-algebraic
set DY, (S) should be checkable in polynomial time, given that the same is true for S. Notice that even
if there exists an efficient (i.e. polynomial time) algorithm for checking membership in S, the same need
not be true for the image my (5).

3.2 Case of One Quantifier

First consider the class X ;. Consider a closed semi-algebraic set S C S* x S¢ defined by a quantifier-free

formula ¢(X,Y) and let my : S¥ x S* — S* be the projection map along the Y variables.

Then the formula ¢(X) = JY #(X,Y) is satisfied by x € S* if and only if by(Sx) # 0, where
Sy = S Nayt(x). Thus, the problem of deciding the truth of &(x) is reduced to computing a Betti
number (the 0-th) of the fiber of S over x.

Now consider the class IIf; ;. Using the same notation as above we have that the formula ¥(X) =
VY ¢(X,Y) is satisfied by x € S* if and only if the formula =¥ (X) = 3Y —¢(X,Y) does not hold, which
means, according to the previous case, that we have by(S* \ Sx) = 0, which is equivalent to by(Sx) = 1.
Notice that, as before, the problem of deciding the truth of ¥(x) is reduced to computing a Betti number
(the ¢-th) of the fiber of S over x.

3.3 Case of Two Quantifiers

Consider the class IIf; 5 and let S C S* x S x 8™ be a closed semi-algebraic set defined by a quantifier-
free formula ¢(X,Y, Z) and let 77 : S¥ x S¢ x 8™ — S* x S¢ be the projection map along the Z variables,
and 7y : S¥ x 8 — S* be the projection map along the Y variables as before. Consider the formula

&(X)=VY IZ ¢(X,Y,Z).
This formula can be recast as:
S(X) =VY (X,Y) € mz(5).

For any x € S*, &(x) holds if the my fiber (wz(9)), is equal to S*. This can be formulated in
terms of Betti numbers by the condition: by ((7z(S)),) = 1. The construction mentioned in (2) gives, for
p = £+ 1, the existence of a semi-algebraic set D5 (S) such that b,(D5 ' (S)) = by(nz(S)). Fortunately,
the construction of the set D?I(S) is compatible with taking fibers, so that we have, for all x € S*,

be ((72(5))y) = be (D™ ()x) -

Thus for any x € S*, the truth or falsity of ®(x) is determined by a certain Betti number of the fiber
D5(S)x over x of a certain semi-algebraic set Dy (S) which can be constructed efficiently in terms of
the set S.

3.4 General Case

The idea behind the proof of the main theorem is a recursive application of the above argument in case
when the number of quantifier alternations is larger (but still bounded by some constant) while keeping
track of the growth in the sizes of the intermediate formulas and also the number of quantified variables.
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Abstract. We answer several questions of Meer and Ziegler about the Blum-Shub-Smale model
of computation on R: the set A4 of algebraic numbers of degree < d is not decidable in A;_;, and
the BSS halting problem is not decidable in any countable oracle.

Key words: Blum-Shub-Smale model, computability, real computation.

1 Introduction

Blum, Shub, and Smale introduced in [2] a notion of computation with full-precision real arithmetic,
in which the ordered field operations are axiomatically computable, and the computable functions are
closed under the usual operations. A more complete account of this model is given in [1].

The key question for this paper was posed by Meer and Ziegler in [5]. Section 2 gives the basic
technical result, Lemma 1, applied in Section 3 to Question 1.

Question 1 (Meer-Ziegler). Let Ay be the set of algebraic numbers with degree (over Q) at most d. Then
is it true that

Ao SBss A1 Spss -+ Ad Spss -7
Ag_1 <pss Ag is clear: if z € Ay, find its minimal polynomial in Q[X]; while if = ¢ A, then x ¢ Ag_;.
The question asks if Ay <pggs Ag_1.

2 BSS-Computable Functions At Transcendentals

Here we introduce our basic method for showing that various functions on the real numbers fail to be BSS-
computable. In many respects, it is equivalent to the method, used by many others (see for example [1]),
of considering BSS computations as paths through a finite-branching tree of countable height, branching
whenever there is a forking instruction in the program. However, we believe our method can be more
readily understood by a mathematician unfamiliar with computability theory.

Lemma 1. Let M be a BSS-machine, and z the finite tuple of real parameters mentioned in the program
for M. Suppose that y € R™T! is a tuple of real numbers algebraically independent over the field Q =
Q(z), such that M converges on input y. Then there exists € > 0 and rational functions fo,..., fn €
Q(Y), (that is, rational functions of the variables Y with coefficients from Q) such that for all x € R™+!
in the e-ball Bc(y), M converges on input x with output (fo(x),..., fo(x)) € R

* The corresponding author was supported by Grants # 90927-08 08 from the Queens College Research En-
hancement Program, # 61467-00 39 and # 62632-00 40 from the PSC-CUNY Research Award Program, and
(along with the first author) # 13397 from the Templeton Foundation.
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Proof. The intuition is that by choosing « sufficiently close to y, we can ensure that the computation on x
branches in exactly the same way as the computation on y, at each of the (finitely many) branch points in
the computation on y. Say that the run of M on input y halts at stage ¢, and that at each stage s < ¢, the
non-blank cells contain the reals (fo.s(y), ..., fn,,s(¥)). Each f; s is a rational function in Q(Y), uniquely
determined, since y is algebraically independent over Q). Let F = {f; s(Y):s <t & i<n, & fis ¢ Q}
be the finite set of nonconstant rational functions used in the computation. For each f; s € F, the
preimage fijsl (0) is closed in R™*! and therefore so is the finite union U of all these fifsl (0). By algebraic
independence, y ¢ U, so there exists an € > 0 with B.(y) N U = 0. Indeed, for all f; ; € F and all
x € B.(y), fis(x) and f; s(y) must have the same sign. Therefore, for any « € B.(y), it is clear that in
the run of M on input @, at each stage s < ¢, the cells will contain precisely (fo s(x),..., fn, s(x)) and
the machine will be in the same state in which it was at stage s on input y. Therefore, at stage t, the
run of M on input & must also have halted, with (fo (), .., fn,:(2)) in its cells as the output. O

Lemma 1 provides quick proofs of several known results, including the undecidability of every proper
subfield F' C R.

Corollary 1 No BSS-decidable set S C R™ is both dense and co-dense in R™.

Proof. If the characteristic function xg were computed by some BSS machine M with parameters z,
then by Lemma 1, it would be constant in some neighborhood of every y € R™ algebraically independent
over z. O

Corollary 2 Define the boundary of a subset S C R™ to be the intersection of the closure of S with the
closure of its complement. If S is BSS-decidable, then there is a finite tuple z such that every point on
the boundary of S has coordinates algebraically dependent over z. a

Of course, Corollaries 1 and 2 follow from other results that have been established long since, in
particular from the Path Decomposition Theorem described in [1]. We include them here because of the
simplicity of these proofs, and because they introduce the method to be used in the following section.

3 Application to Algebraic Numbers

Here we modify the method of Lemma 1 to answer Question 1.
Theorem 1 For alld >0, Ay €Bss Ag_1.

Proof. Suppose that M is an oracle BSS machine with real parameters z, such that M*4-1 computes the
characteristic function of A4. Fix any y € R which is transcendental over the field @ = Q(z), and run
M*%4=1 on input y. As in the proof of Lemma 1, we set F' to be the finite set of all nonconstant rational
functions f € Q(Y) such that f(y) appears in some cell during this computation. Again, there is an
€ > 0 such that all x within € of y satisfy f(z)- f(y) > 0 for all f € F. However, when M*4-1 runs on an
arbitrary input « € B(y) N Ay, it may have a different computation path, because such an = might lie
in Ay_1, or might have f(x) € Ay for some f € F, and in this case the computation on input « might
ask its oracle whether f(z) € A;j_; and would then branch differently from the computation on input y.
(Of course, for all f € F, f(y) ¢ Ag—1, since f(y) must be transcendental over Q for nonconstant f.) So
we must establish the existence of some x € B.(y) N Ay with f(x) ¢ Ay for all f € F. Of course, we
do not need to give any effective procedure which produces this z; its existence is sufficient.

We will need the following lemma from calculus. The lemma uses complex numbers, but only for
mathematical results about R; no complex number is ever an input to M.

Lemma 2. If ¢ is a primitive k-th root of unity and f € R(Y) and there are positive real values of v
arbitrarily close to 0 for which at least one of f(b+ Cv), f(b+(%v),..., f(b+ 1) has the same value
as f(b+v), then f'(b) = 0. O

Fix ¢ to be a primitive d-th root of unity. We choose b € Q such that [y — b] < § and such that
b lies in the domain of every f € F, with all f/(b) # 0. Such a b must exist, since all f € F are
differentiable and nonconstant. Now Lemma 2 yields a § > 0, such that every v € R with 0 < v < §
satisfies f(b+ v) # f(b+ (™v) for every f € F and every m with 0 < m < d. So fix x = b+ {u for
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some u € Q with 0 < ¢/u < min(4, §), for which (X% — u) is irreducible in Q[X]. (This ensures {/u ¢ Q,
of course. If there were no such u, then @ could not be finitely generated over Q; this follows from the
criterion for irreducibility of (X — u) in [4, Thm. 9.1, p. 331}, along with [6, Thm. 3.1.4, p. 82].) Thus
|z —y| < eand all f € F satisty f(b+ u) # f(b+ ("™ ¥u) for all 0 < m < d.

Suppose that f(z) =a € Aj_1. Then Q@ C Q(a) C Q(z), and a has degree < d over @ (since Q C Q),
while [Q(x) : Q] = d, so Q(a) is a proper subfield of Q(z). Indeed [Q(z) : Q(a)] - [Q(a) : Q] = [Q(x) :
Q] = d, so the degree of a over @ is some proper divisor of d. Now let p(X) be the minimal polynomial
of = over the field @Q(a). Of course p(X) may fail to lie in Q[X], but p(X) must divide the minimal
polynomial of z in Q[X], and so the roots of p(X) are x and some of the Q-conjugates (b+ (™ Ju) of x.
At least one (b4 (™ ¢/u) with 0 < m < d must be a root of p(X), since deg(p(X)) = [Q(z) : Q(a)] > 1.
We fix this m and let T = b+ ("™ {u, and also fix k = deg(p(X)).

Now we apply the division algorithm to write

with 74(X) and rj,(X) both in Q(a)[X] of degree < k. We write 4(X) = gx—1 X* 1+ + g1 X + go and
Th(X) = hg—1 X¥7 1 4+ + hy1 X + ho, with all coefficients in Q(a). Then r,(z) = g(z) = ah(x) = ary(z),
since p(x) = p(T) = 0. The equation 0 = ry(x) — arp(x) can then be expanded in powers of /u:

0= (g (b+ ) —ah; - (b+ Vu)’)
i<k
= (g1t "+ gab 2 gib+ o)

—a(hp_ D"V hp o Ry b A+ ho)]

k—1 k—2 1
+ Ju - [(( 1 )gk1bk_2 + ( 1 )ngbk_3 4+ (1)91bo>
—a ((’“ I 1) hp_1b" 72 + (k ; 2) hp_ob® 3+ 4 G) hlbo)}

O () o ()

+ (Yu)k! [Qkfl - ahkﬂ]

Here all bracketed expressions lie in Q(a). However, x = b+ /u has degree k over Q(a), and therefore
so does u. It follows that {1, Ju, (Yu)?,...,(Hu)*~1} forms a basis for Q(x) as a vector space over
Q(a), and hence, in the equation above, all bracketed expressions must equal 0. One then proceeds
inductively: the final bracket shows that gx_1 = ahk_1, and plugging this into the second-to-last bracket
shows that gx_2 = ahi_2, and so on up. Thus r¢(X) = ar,(X), and so

contradicting the choice of § above. This contradiction shows that f(z) ¢ A4_1, for every f € F, and
as in Lemma 1, it follows immediately that the computations by the machine M with oracle Ay 1 on
inputs  and y proceed along the same path and result in the same output. Since x € Ay and y ¢ Ay,
this proves the theorem. O

4 Further Results

We state here a few further results we have recently proven. For these we extend the notation: given any
subset S C N, write Ag = UgesA_g4.
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Theorem 2 For sets S,T C N, if Ag <pgss Ar, then there exists M € N such that all p € S satisfy
{p,2p,3p,...,Mp}NT # 0. As a near-converse, if (S —T) is finite and (Vp € S —T)(Jq > 0)[pq € T,
then Ag <pgs Ar.

Corollary 3 There exists a subset L of the BSS-semidecidable degrees such that (L, <pss) = (P(N), Q).

Proof. We may replace the power set P(N) by the power set P({primes}). The latter maps into the
BSS-semidecidable degrees via S — Ag, and Theorem 2 shows this to be an embedding of partial orders.
(The same map on all of P(N) is not an embedding.) In particular, if S and T are sets of primes and
n € S — T, then no multiple of n can lie in T'; thus, by the theorem, S ¢ T implies Ag £pss Ar.
The converse is immediate (for subsets of N in general, not just for prime numbers): if S C T, then ask
whether an input « lies in the oracle set Ar. If not, then = ¢ Ag; if so, find the minimal polynomial of
x over Q and check whether its degree lies in S. (This program requires one parameter, to code the set

S) 0

Theorem 3 If C C R* is a set to which the Halting Problem for BSS machines is BSS-reducible, then
|C| = 2“. Indeed, R has finite transcendence degree over the field K generated by (the coordinates of the
tuples in) C.

For the definition of the Halting Problem, see [1, pp. 79-81]. Since a program is allowed finitely many
real parameters, it must be coded by a tuple of real numbers, not merely by a natural number. Theorem
3 is a specific case of a larger result on cardinalities, which is a rigorous version of the vague intuition
that a set of small cardinality cannot contain enough information to compute a set of larger cardinality.

Definition 4 A set S C R is locally of bicardinality < k if there exist two open subsets U and V of R
with [R— (UUV)|<kand and [UNS| <k and [VNS| <k (Here S=R-5.)

This definition roughly says that up to sets of size , each of S and S is equal to an open subset of R.
For example, the BSS-computable set S = {z € R: (Im € N) 2-Cm+1) < 5 < 2= containing those
x which have a binary expansion beginning with an even number of zeroes, is locally of bicardinality w.
The property of local bicardinality < x does not appear to us to be equivalent to any more easily stated
property, but it is exactly the condition needed in our general theorem on cardinalities.

Theorem 5 If C' C R*° is an oracle set of infinite cardinality k < 2%, and S C R is a set with S <pgg C,
then S must be locally of bicardinality < k. The same holds for oracles C of infinite co-cardinality k < 2.
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Abstract. The well-known representation theorem, or path decomposition theorem, for Blum-
Shub-Smale machines (BSS machines) characterizes the functions computable by those machines.
The domain of a BSS computable function decomposes into countably many semi-algebraic sets,
and on each of those sets the function is a polynomial, or a rational function if division is allowed.
The model of analytic machines is an extension of the BSS model, admitting infinite converging
computations. In this work, we ask the natural question: To which extent does the representa-
tion theorem generalize to analytic machines, and are functions computable by analytic machines
representable by power series, the generalization of polynomials? We show that over the real num-
bers, there is no such representation theorem. On the other hand, we show that over the complex
numbers, functions computable by machines with ‘not to many branching operations’ are indeed
representable by power series on parts of their domain.

1 Introduction

There are several different approaches for defining computable functions on the real and complex num-
bers. The two most prominent of those can roughly be divided into the analytic and the algebraic
approach. The analytic approach, recursive analysis, extends the classic Turing machine by infinite con-
verging computations. The machine model used here is the Type 2 Turing machine, see e.g. [5]. In the
algebraic approach, register machine models are used that deal with real numbers as atoms and are able
to perform exact arithmetic and comparisons. The main machine model in this approach is the BSS ma-
chine [1]. A computation of a BSS machine is a finite sequence of arithmetic operations and conditional
branches.

The model of analytic machines, see e.g. [2], which is the model this work is based on, is an extension of
the BSS model and can be regarded as a kind of synthesis of the analytic and the algebraic approach,
since it extends BSS machines by infinite converging computations. For a comparison and classification
of many different approaches see [6].

The functions computable by BSS machines are characterized by the representation theorem for BSS
computable functions (often called path decomposition theorem, [1]): The domain of a BSS computable
function decomposes into countably many semi-algebraic sets, and on each of these sets the function is
a polynomial or rational function. Considering that a computation of a BSS machine is a sequence of
arithmetic operations and branches, this theorem can be appreciated quite intuitively. This theorem is
of central importance for the computability and complexity theory of BSS machines.

Since BSS computable functions are representable by polynomials (or rational functions) on parts of
their domain and since analytic machines generalize the finite computations of BSS machines to infinite
computations, the question arises to which extent functions computable by analytic machines are repre-
sentable by the generalization of polynomials, namely power series on parts of their domains. This is the
topic of this work.

It turns out that it is important to distinguish between functions defined over the real numbers on the
one hand and the complex numbers on the other. Over the real numbers, we show that the representation
theorem does not generalize to analytic machines. On the other hand, over the complex numbers, we
show that a function that is computable by an analytic machine and which does not branch infinitely
often is always representable by a power series on a part of its domain.

* This work has been included in a paper that has been submitted for publication in the TOCS CiE 09 special
issue (together with Giinter Hotz).
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2 Analytic Machines

The machine model underlying this work is a register machine model, which is an extension of the model
of BSS machines. For finite computations, the models are equivalent. Analytic machines extend BSS
machines by infinite converging computations.

We briefly present the model of analytic machines but assume familiarity with the BSS model. For more
precise and formal definitions and also for properties of analytic machines, cf. [2] and [3].

The model is a register machine model defined over the base 20,01, Tnput |
field of the real or complex numbers R or C, respectively.
A machine consists of a control unit and a finite program

with instructions from an instruction set consisting of as- « Accumulator P — S —
signments, arithmetics, and conditional branches. Registers, 8 Program counter

memory, input and output contain real or complex numbers, 7 Index register
which are regarded as atoms. It is important to note that a

machine can perform ezact arithmetic and comparisons on ¢

real or complex numbers. | Yo, %1, .. Output |

A computation of a machine is a sequence of configurations of such a machine. We distinguish finite
and infinite converging computations. Infinite computations are only regarded as valid if an output is
written infinitely often. If the sequence of outputs of an infinite computation is convergent, we call such
a computation analytic. We call the n-th output of a machine M with input = the n-th approzimation
of the computation of M and write M (™) (z). Therefore, a computation is analytic iff lim,, ., M) (z)
exists.

We call a function f (finitely) R-computable (C-computable) if there is a R-machine (C-machine) that
computes f with finite computations for each input. The R-computable functions are exactly the BSS
computable functions. We call a function f analytically R-computable (C-computable) if there is an
R-machine (C-machine) that computes f with finite or analytic computations.

An important notion we use throughout the text is the notion of a computation path o: The computa-
tions of a machine can be represented in a computation tree in a natural manner (see e.g. [1]), where a
node is labeled by the instruction that is performed at the corresponding step of the computation. For
finite machines, a computation tree has only paths of finite length (but possibly countably many). For a
computation path o, we denote by D, its domain, i.e., the set of all inputs that result in the computation
path o.

3 Representation Theorems

We now address the main question of this work: Are there generalizations of Blum, Shub and Smale’s
representation theorem for analytic machines? We begin with the following observation: An analytic
machine can have infinitely many branching operations on each computation path, and therefore it is
possible that each input has its own computation path. A decomposition in the original sense is hence
impossible, and since the notion of power series only makes sense on sets with nonempty open interior,
in this case there cannot be a representation by power series. Therefore, we restrict our consideration to
computation paths o whose domain D, has nonempty open interior, or in the simplest case, functions
which are computable with a single computation path.

3.1 Representation over R

In this paragraph we will show that over the real numbers, the representation theorem for finite R-
machines does not generalize to analytic machines. More precisely, we will show that there are functions
over R which are nowhere representable by power series and which are yet computable by an analytic
machine with a single computation path.

Proposition 1. Suppose f : [0,1] — R is a continuous function with the property f(QN[0,1]) C Q,
i.e. f maps rationals on rationals. Then f is analytically R-computable with the use of general constants
such that all inputs x € [0, 1] have the same computation path.

Proof. 1f f is a function with the required property, then by the Weierstrass approximation theorem, f can
be uniformly approximated on [0,1] by the Bernstein polynomials By, j(x) ==Y _o f (%) (")zm(l —

m
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)"~ ™. Given the values f (=) of f on the rationals, arbitrary approximations of f can be computed
without branching operations that depend on the input, since the sequence (f (z)), ., can be coded in a

single real constant cs. The extraction of f (=) from the coded constant can be done without branching
operations depending on the input z.

Ezample 1. We now give an example for a function with the properties of Prop. 3.1 which is nowhere
representable by a power series. Moreover, we can show that this function can be computed with a single
computation path even without the use of irrational constants.

T T T Let g be the periodic continuation of the func-

tionm»—>{ z: 0sws<,

>3
1 %ngl and define G by

G(z) = Y32 79(klz). In the figure, the first

. o o three steps of the formation of G are shown, sum-

mands above and sums below. G is a continuous

, ‘ ‘ ‘ ‘ \ but nowhere differentiable function. Hence G is

nowhere representable by a power series. The sum

-1l -1l -1l in the definition of G is finite for all rational in-

puts 2. Therefore, the function G is (finitely) R-

computable on the rationals, and the encoding of the rational values in a real constant ¢ is not necessary.

Combined with Prop. 3.1, we obtain that G is an example of a function that is computable by an analytic
machine with a single computation path, and which is nowhere representable by a power series.

3.2 Representation over C

Over the complex numbers, regularity of functions is often much easier obtained than over the real num-
bers. For example, it is well-known that over the reals, a function that is differentiable has a continuous
derivative. In contrast, a function that is complex differentiable is already differentiable infinitely often
and even analytic. Therefore, the question arises whether in the setting of analytic machines, there are
also stronger regularity properties of functions computed by machines over C. As before, we restrict our
consideration to computation paths ¢ that have domains D, with nonempty open interior.

The following theorem shows that over the complex numbers, machines with such open domains of
computation paths indeed admit a representation by power series on a subset of these domains.

Theorem 1. Suppose f : D — C is analytically computable by a C-analytic machine M. Suppose further
that there is a computation path o of M, such that its domain D, has nonempty interior. Then there is
an open and dense subset D' C D, such that f is an analytic function on D’.

Proof. Consider the sequence of n-th approximations f,,(z) := M) (z) of the machine for inputs z € D,
for a computation path as in the theorem. By the representation theorem for BSS machines, each f, is a
rational function, and, therefore, a holomorphic function on the open interior of D,. The sequence (fy)
converges pointwise on D, to the function f. Osgood’s theorem [4], a classical theorem from complex
analysis, can be directly applied in this context. It implies that there is an open and dense subset D’ C D,
such that the convergence of (f,) is uniform on compact subsets of D’. From this it follows immediately
that the limit f is an analytic function on D’.

The existence of a computation path that has a domain with nonempty open interior is, for example,
fulfilled if each computation path of a machine M has only finitely many branching operations. This
follows with Baire’s category theorem, since M has only countably many computation paths. Therefore
we have:

Corollary 1. Let f : D — C be computable by a C-analytic machine such that each computation path
of M has only finitely many branching operations. Then there is a nonempty open set on which f is
representable by a power series.

References

1. Leonore Blum, Felipe Cucker, Michael Shub, and Steve Smale. Complexity and Real Computation. Springer,
New York, 1998.



120 Tobias Gartner

2. Thomas Chadzelek and Giinter Hotz. Analytic machines. T'CS, 219:151-167, 1999.

3. Tobias Géartner and Giinter Hotz. Computability of analytic functions with analytic machines. In Proc. CiE
2009, LNCS 5635, 250-259. Springer-Verlag, 2009.

4. William F. Osgood. Note on the functions defined by infinite series whose terms are analytic functions of a
complex variable. Ann. of Math., 2. Ser. 3:25-34, 1902.

5. Klaus Weihrauch. Computable Analysis. Springer, Berlin, 2000.

6. Martin Ziegler. Real computability and hypercomputation. TR C-07013, KIAS, 2007.



Computability over Positive Predicate Structures *

Margarita Korovina! and Oleg Kudinov?

! The University of Manchester and IIS SB RAS Novosibirsk,
Margarita.Korovina@manchester.ac.uk,
2 Sobolev Institute of Mathematics, Novosibirsk
kud@math.nsc.ru

The main goal of the research presented in this paper is to provide a logical framework for studying
computability over discrete and continuous data in an common language. Since discrete and continuous
structures are different by nature, formalisation of computability over such structures in a common
language is a challenging research problem. In order to archive this goal we represent data as a structure
which could not have effective equality and employ X—definability theory. Our approach is based on
representations of data (discrete or continuous ) by a suitable structure A = (A, op, #), where A contains
more than one element, and op is a set of basic predicates. We assume that all predicates Q; € op and
= occur only positively in X'-formulas and do not assume that the language op contains equality. We call
such structures as positive predicate structures. As examples we can consider

(The natural numbers) IN = (IN, 0, s, <);

(The real numbers) R = (IR, 0, 1, +, -, <);

(The complex numbers) C = (C,0,1,+, -, #).

(The real-valued function defined on compact intervals)

Cl0,1] = (C[0,1], P1,..., Pig, #) where the predicates P,..., Pio have the following meanings for
every f, g € C[0,1]:

The first group formalises relations between infimum and supremum of two functions.

[0,1] = Pi(f,g) < sup f < supg;
[0,1] = Px(f, g) <> sup f <infg;
C[0,1] = P3(f,g) < sup f > inf g;
[07 1] ): P4(fa g) A lnff > lnfg
The second group formalises properties of operations on C[0, 1].

Cl0,1] = P(f,9.h) < f(x) + g(x) < h(w); for every € [0, 1];
Cl0,1] = Fs(f,9,h) < f(x) - g(x) < h(z) for every x € [0,1];
Cl0,1] = Pr(f.9.h) < f(x) + g(x) > h(z) for every = € [0, 1];
Cl0,1] = Ps(f. 9. h) < f(x) - g(x) > h(z) for every x € [0,1].

The third group formalises relations between functions f and the identity function Az.z.

Cl0,1] = Py(f) < [ > Az
Cl0,1] = Pu(f) < f < Az.x.

In order to logically characterise computability over positive predicate structures we employ X-definability
where elements of a structure and computational processes involving these elements can be defined using
finite formulas. Definability is a very successful framework for generalised computability theory, descrip-
tive complexity, set-theoretic specifications, and databases. One of the most interesting and practically
important types of definability is 3/-definability, which generalises recursive enumerability over the nat-
ural numbers [1, 4, 5]. However, the most developed part of definability and X-definability theories deal
with abstract structures with equality (i.e., the natural numbers, trees, automata, etc.) which are not
appropriate for representation of continuous data.

It turns out that X-definability without equality is rather different from X-definability with equality.
It has been shown in [12] that there is no effective procedure which given a X-formula with equality
defining an open set produces a XY-formula without equality defining the same set. Therefor it is important

* This research was partially supported by EPSRC grant EP/E050441/1, DFG-RFBR (grant No 436 RUS
113/1002/01, grant No 09-01-91334), RFBR grant 08-01-00336.
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to figure out which properties of X-definability hold on structures with equality likewise on structures
without equality. We prove the following properties of X—definability which are necessary to make effective
reasoning about computability in logical terms.

Theorem 1. For any positive predicate structure A = (A, op,#)the following properties holds

1. The least fized point of an effective operator is X —definable.
2. There exists a universal X -predicate, i.e., for everyn € w there exists a X-formula Univ,+1(m, o, ..., Zn)
such that for any X-formula ®(xo, ..., x,)

HF(A) = @(ro,...,1mn) < Univy11([®], 70, ..., 7).

3. A set B C A™ is X-definable if and only if it is definable by a disjunction of a recursively enumerable
set of existential formulas.

We also show links between positive predicate structures and topological spaces. for an positive
predicate structure A, we introduce a topology, called 7‘247 with a base consisting of the subsets of
the carrier set defined by existential formulas. In this topology X'-definability coincides with effective
openness. On several examples we illustrate how to pick an appropriate finite language in such way that
the Tg—topology coincides with the usual topology.

In order to introduce a reasonable notion of computability on positive predicate structures including
continuous ones we have to take into account the following necessary conditions. One of them is logical
which says that Th3(A) should be computably enumerable. This condition provides tools for effective
reasoning about computable continuous data based on X-definability. Another one is topological which
says that computable functions should be continuous. This condition provides correct approximating
computation of continuous data.

In order to address these conditions we introduce and investigate effectively enumerable and strongly
effectively enumerable topological spaces and computability over them [7]. It is worth noting that the notion
of effectively enumerable topological spaces is a generalisation of the notion of computable topological
spaces introduced in [6]. We show the following proposition.

Theorem 2. For every positive predicate structure A the following properties hold.

1. The topological space (AJ“E“) is effectively enumerable if and only if Tha(A) is computable enumer-
able.
2. If Tha(A) is decidable then (AJ“E“) 18 strongly effectively enumerable.

This properties allow us to study computability over positive predicate structures.

Theorem 3. Let A and B be structures with computably enumerable existential theories and (B,TS) be
Ty-space. Then for every total function F : A — B the following are equivalent.

1. F is computable;

2. There exists a computable function h : w — w such that for all j € w the F-preimage of the set
definable by a X-formula with the Gédel number j coincides with the set definable by a X'-formula
with the Godel number h(j).

As a corollary we get that for any positive predicate structure with computably enumerable exis-
tential theory computability coincide with effective continuity. Now we make comparative analysis of
computability and majorant-computability over positive predicate structures which are effectively enu-
merable topological spaces. Assume A = (A, op, #) is a structure with finite op and R = (IR, 0, 1, +, -, <).
We use the criteria of majorant-computability of a function F' : A — IR (c.f. [9]) which we recall below.

We extend the structure R = IR U A by the set of hereditarily finite sets HF(R) and consider
X-definability in HF(R).

Below we will write ¢1(a,) < @a(a,-) if HF(R) | ¢1(a,y) A pa2(a,z) — y < z for all real numbers
y, z. The following theorem connects a majorant-computable function with validity of finite formulas
in the set of hereditarily finite sets, HF(R).

Theorem 4. [9] For every function F : A — IR the following assertions are equivalent:.

1. The functional F is majorant-computable.
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2. There exists X—formulas p1(a,y), p2(a,y) such that v1(a,-) < pa2(a,-) and

F(a) =y < Vz1Vz2 (p1(a, z1) <y < @a(a, z2)) A
{z|p1(a,2)} U{z | p2(a,2)} = R\ {y}.

Theorem 5. Let A be a structure such that (AJ“E“) is effectively enumerable. A function F : A — R
is magorant-computable if and only if there is a computable total function G : A — Ir, where Iy is the
interval domain, such that

1. If x € dom(F) then G(z) = {F(z)}.
2. If x¢dom(F) then G(x) # {y} for all y € IR.

In [8] we proved the Uniformity principle for X-definability over the real numbers. We employed the
Uniformity principle to show that quantifiers bounded by computable compact sets, rational numbers,
polynomials, and computable functions as well can be used in X-formulas without enlarging the class of
X -definable sets. It will be interesting to find requirements on a positive predicate structure under which
the Uniformity principle holds.
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Abstract. We prove that the 1-quasiorder and the 2-quasiorder of finite k-labeled forests and trees
have hereditarily undecidable first-order theories for k > 3. Together with an earlier result of P.
Hertling, this implies some undecidability results for Weihrauch degrees.

Keywords. Weihrauch reducibility, labeled forest, 1-quasiorder, 2-quasiorder, undecidability, the-
ory.

1 Introduction and preliminaries

As is well-known, different notions of hierarchies and reducibilities serve as useful tools for understanding
the complexity (or non-computability) of decision problems on discrete structures. In computable anal-
ysis, many problems of interest turn out to be non-computable (even non-continuous), so there is a need
for tools to measure their non-computability. Accordingly, also in this context of decision problems on
continuous structures, people employed several hierarchies and reducibilities closely related to descriptive
set theory.

In [10, 11] K. Weihrauch introduced some notions of reducibility for functions on topological spaces
which turned out useful for understanding the non-computability and non-continuity of interesting deci-
sion problems in computable analysis [7, 6,2] and constructive mathematics [1]. In particular, the follow-
ing three notions of reducibilities between functions f, g : X — Y on topological spaces were introduced:
f<og(resp. f <y g, f<sg)iff f=goH for some continuous function H : X — X (resp. f = Fogo H
for some continuous functions H : X — X and F':' Y — Y, f(z) = F(z,gH(z)) for some continuous
functions H: X - X and FF: X xY —Y).

The notions are nontrivial even for the case of discrete spaces Y =k = {0,...,k — 1} with k < w
points (we call functions f : X — k k-partitions of X). E.g., for k = 2 the relation <, coincides with the
classical Wadge reducibility.

In [5,6] (see also [8]) P. Hertling gave a useful “combinatorial” characterisation of important initial
segments of the degree structures under Weihrauch reducibilities on k-partitions of the Baire space (note
that the Baire space is important because it is commonly used in computable analysis for representing
many other spaces of interest). From this characterisation and results in [9] it follows that for any k& > 3
the first-order theory of this segment for <y is undecidable (and it is even computably isomorphic to
the first-order arithmetic). The main result of this work states similar undecidability properties for the
other two reducibilities.

We use some standard notation and terminology on posets which may be found e.g. in [3]. Sometimes
we apply notions concerning posets also to quasiorders (known also as preorders); in such cases we mean
the corresponding quotient-poset of the preordered set. Throughout this paper, k denotes an arbitrary
integer, k > 2, which is identified with the set {0,...,k —1}. By a forest we mean a finite poset in which
every lower cone & is a chain. A tree is a forest that has a least element (called the root of the tree).

A k-labeled poset (or just a k-poset) is an object (P; <, ¢) consisting of a poset (P; <) and a labeling
c¢: P — k. A k-poset P can be seen as a node-weighted directed graph where every x € P carries the label
c(x). We call a k-poset (P; <, ¢) repetition-free iff ¢(x) # c(y) whenever x is an immediate predecessor of
y in P. We usually simplify the notation of a k-poset to (P, c) or even P. We are mainly interested in the
set Fy of finite k-labeled forests, but also in the set 7; of finite k-labeled trees. For any k-forest F' € Fy,
and i < k, let p;(F') denote a k-tree obtained from F' by adding a new smallest element with the label i.

* Supported by DFG-RFBR (Grant 436 RUS 113/1002/01, 09-01-91334), and by RFBR Grant 07-01-00543a.
** Supported by DFG-RFBR, (Grant 436 RUS 113/1002/01, 09-01-91334) and by RFBR Grant 07-01-00543a.
*** Supported by RFBR Grant 07-01-00543a.
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A homomorphism (or 0-morphism) f : (P;<p,cp) — (Q; <qg,cq) between k-posets is a monotone
function f : (P;<p) — (Q; <g) respecting the labelings, i.e. satisfying cp = cg o f.

A 1-morphism f : (P;<p,cp) — (Q;<g,cq) between k-posets is a monotone function f : (P;<p
) — (Q; <) for which there exists a mapping g : k — k such that cp = gocgo f.

A 2-morphism [ : (P;<p,cp) — (Q;<g,cq) between k-posets is a monotone function f : (P;<p
) — (Q; <@) which maps comparable elements (nodes) with different labels to elements with different
labels, i.e.

Va,y € P((x <pyAcp(x) #cpy)) — cq(f(@)) # co(f(y)))-

We say that a k-poset P is 0-morphic (resp. 1-morphic, 2-morphic) to a k-poset @, denoted P <g @
(respectively P <; @, P <5 @), iff there exists a 0-morphism (resp. 1-morphism, 2-morphism) f : P — Q.
It is easy to prove that any O-morphism is a 1-morphism and any 1-morphism is a 2-morphism in turn.
Therefore <g implies <; and <; implies <,.

Let =g (0-equivalence, h-equivalence or just equivalence), =; (1l-equivalence) and =2 (2-equivalence)
denote the equivalence relations induced by the quasiorders <y, <; and <s, respectively. The quotient
set of Fy (7 ) under =;, i < 2, is denoted by §% (respectively T¢). We use the same symbols <q, <; and
<5 to denote the partial orders induced by the corresponding quasiorders on the corresponding quotient
sets.

2 Properties of the preorders

Here we will observe only properties used further in this paper.

Lemma 1. Let A <o B for A,B € T;,. Then there exists a 2-morphism from A to B which maps the
root of A to the root of B.

Proof: induction on the height of A.
It is a simple and well-known fact that (52, <p) is an upper semilattice. For a, b € §y, their supremum
a Llb is the 0-equivalence class of the join (i.e. disjoint union) A LI B of any k-forests A € ¢ and B € b.

Proposition 1. The structures (§z,<2) and (%2,<5) are upper semilattices.

Proof. It is easy to verify that the supremums in (F7, <) are defined in the same way as for (F%, <o),
SO (%’i, <5) is an upper semilattice. Now let a,b € ‘Zi. Consider arbitrary disjoint k-trees A € a and
B € b. We can assume w.l.o.g. that the roots of A and B are labeled with 0. Let C' be the k-tree that is
obtained from the union of A and B by identifying their roots, C' =¢ po(A U B). By the previous lemma,
it is straightforward to prove that [C]=, is the supremum of a and b in (%%, <s).

As for (F1,<1) and (T}, <), we show in the next proposition that these structures are not semilat-

tices. Let (P, <) be an arbitrary poset or preordered set and a,b € P. As usual, ¢ € P is called a minimal
upper bound of a and b iff

a<cANb<cAVz((a<zAb<zAhz<c)—c<a),

we call ¢ also a quasijoin of a and b in P.
For any permutation o € Sy, and any k-forest F' = (F;<p,cp) € Fy, let a(F) denote the k-forest
(F;<p,aocp) (i.e. all labels in F are replaced by their images via «).

Proposition 2. (i) For any k-forests F,G € Fy,, a k-forest H is a minimal upper bound of F' and G in
(Fr,<1) iff H=1 a(F)UB(G) for some a, 8 € S.

(ii) For any k-trees U,V € Ty, a k-tree W is a minimal upper bound of U and V in (Ty,<1) iff
W =1 po(a(U) U B(V)) for some a, B € Sy.

Proof is a simple routine omitted due to the restrictions on the size of the paper.

We will use the same symbol “LI” for the supremums in all upper semilattices under consideration. For
an arbitrary semilattice (S; U, <) where a partial order < corresponds to LI, z € S is called join-irreducible
iff

VyVz(z <yUz — (x <yVz < z)).
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For an arbitrary poset (P; <) and z,y € P, let mubp(x,y) denote the set of all minimal upper bounds
of x and y in P. We call x € P quasijoin-irreducible iff

VyVevie((t € mubp(y, z) Ax <t) — (x <y Vz<z)).

Since the relation ¢ € mubp(y, z) can be defined by a formula of signature {<}, there exists a formula
ir(x) of signature {<} which defines (in every poset) exactly the non-zero quasijoin-irreducible elements.
If P is an upper semilattice then mubp(x,y) = {x Uy} for all 2,y € P, so quasijoin-irreducible elements
are exactly the join-irreducible elements. Therefore ir(x) defines exactly the non-zero join-irreducible
elements in any upper semilattice. Let ir(P) denote the set of all non-zero quasijoin-irreducible elements
of P.

Proposition 3. (i) ir(3L) = Tt and ir(F2) = T3.
(ii) t € ir(T}) iff t includes a repetition-free k-tree whose root has ezactly one (immediate) successor.
The same holds for t € ir(T2)

Proof is a simple routine omitted due to the restrictions on the size of the paper.
We will need also the following technical lemma which shows that the structures (T}, <;) and (%3, <»)
have infinite width.

Lemma 2. For all k > 2 and n € w there exist pairwise 2-incomparable (i.e. incomparable in <s)
repetition-free k-chains Cy,...,C,.

Proof. For every repetition-free k-word o whose first symbol is not & — 1, let D, denote the repetition-
free k-chain presented by the k-word 0...(k — 1)a. It is straightforward to check that D, and Dg are
2-incomparable if |o| = |3] and @ # [ (consider non-equal labels on the same place in « and 3). It
remains to note that [{D,, : |a| = n}| = (k — 1)" for any n € w.

3 Interpretation scheme

We use the same interpretation scheme as in [9]. As is well known [4], for establishing hereditary unde-
cidability of the first-order theory of a structure, say of a partial order (P;<), it suffices to show that
the class of finite models of the theory of two equivalence relations is relatively elementarily definable
in (P; <) with parameters [4]. It turns out that the following very particular case of the last notion is
sufficient for our proof.

It suffices to find first-order formulas ¢g(x,p), ¢1(z,y,p) and ¢a(z,y, p) of signature {<} (where z,y
are variables and p is a string of variables called parameters) with the following property:

(*) for every n < w and for all equivalence relations &,7 on {0,...,n} there are values of parameters
P € P such that the structure ({0, ...,n}; &, n) is isomorphic to the structure (¢o(P,p); ¢1(P, D), p2(P, p)).

Here

(bO(Pvﬁ) = {a € P|(Pa S) ': (bO(avﬁ)}’
¢1(P,p) ={(a,b) € P|(P;<) = ¢1(a,b,p)}

and similarly for ¢5. In other words, for all n, &, n as above there are parameter values p € P such that
the set {0,...,n} and the relations &, n are first-order definable in (P; <) with parameters p.
So for each of the quotient structures (31, <1), (32, <2), (Th,<1), (T2, <) it remains only to find

suitable formulas ¢g, ¢1, ¢2 and to specify parameter values as described in (*).

4 Main Result

The result of P. Hertling [5, 6, 8] states that the quotient-structure of the preorder <y (resp. <j, <s)
on the k-partitions of the Baire space on subsets whose components are boolean combinations of open
sets is isomorphic to (F2; <o) (resp. to (F;<1), (F3;<2)). Using this result, we may consider the last

structures instead of the corresponding structures of Weihrauch degrees.
The main result of this paper is formulated as follows.
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Theorem 1. For any k > 3, the first-order theories of the structures (§i,<1), (§%,<2), (T4, <1),
(‘Ii, <s) are hereditarily undecidable.

Scetch of the proof. Let 7(z, u) be the formula x < uAir(x)A-3y > z(y < uAir(y)) which means that
x is a maximal non-zero quasijoin-irreducible element below u. Let p = (u, v, w) and ¢o(z,p) = 7(z,u).
Let ¢1(z,y,p) be the formula 7(z, u) AT(y, u) AJt(T(t,v) Aex < tAy < t) and ¢a(x,y,p) is obtained from
¢1(x,y,p) by substituting w in place of v.

Assume that £, 1 C (n+1)? are arbitrary equivalence relations on n+1 = {0,...,n} and {&,...,&m},
{no,...,m} are the quotient sets n 4+ 1/& and n + 1/7, respectively.

We use the same formulas ¢g, ¢1 and ¢9 for all structures in Theorem 1 (with <; or < instead of <)
with parameters u, v and w depending on £. For interpreting the elements 0, ..., n from the set n + 1,
we use 2-incomparable k-chains Cy,...,C, from Lemma 2. We can assume w.l.o.g. that all k-chains
Cy, - ..,C, are disjoint, their roots are labeled with 0 and the successors of the roots are labeled with 1
(by the proof of Lemma 2).

We construct parameters u, v and w from Cy, ..., C, in the following way. For the case of (F},, <1) and
(32,<2),let U = CoU...UC,, and V = Vi U...UV,, where V; is obtained from {C;|j € &} by identifying
the roots, V; = po(LI{C;lj € &}) (pic.1). Define W as V with 7 instead of {&. Namely, W = Wi U...UW;
where W; is obtained from {C}[j € n;} by identifying the roots, W; =o po(|{C;|j € n:i}). Now take
u=[Ulz,, v=[V]z, and w = [W]z, for F..

i

Co Cy

1 1
0 0
Pic.1. Parameters U and V for §} and §3. Pic.2. Parameters U and V for ¥} and %3.

For the case of (F}, <1) and (§3, <2), the parameters are a bit more complicated than in the previous
case, see pic. 2. Let U be obtained from Cy, ..., C,, by identifying the roots, U =q po(CoU---UC},). For
each 7 from 1 to [, let V; be obtained from {C}|j € &;} by identifying the roots and their successors. Now
V is constructed by identifying the roots of all V;, 1 < ¢ < [. Define W as V with 7 instead of . Take
u=[Ulz,, v=[V]z, w=[W]z, for T}.
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Abstract. Ladner has shown that there are non-complete problems in NP \ P assuming NP # P.
We survey results of similar type in computational settings different from the classical Turing
machine. The latter include real and complex Turing machines and several of its variants as well
as Valiant’s complexity theory for families of polynomials over infinite fields.

Keywords: Complexity, real number model, diagonal problems

1 Introduction

Starting point of our investigations is the following classical result by Ladner [6]:

Theorem 1. Suppose NP # P. Then there are problems in NP \ P which are not NP-complete under
polynomial time many-one reductions.

Its proof relies intrinsically on the countability of both the family {P;, P, ...} of polynomial time
machines and the family { Ry, Ra, ...} of polynomial time reduction machines. A diagonalization argument
is performed to fool one after the other each machine in the two sets. This is briefly done as follows.
Given an NP-complete problem L one constructs a problem L € NP such that all machines R; fail to
reduce L to L on some input and all P; fail to decide L correctly on some input. Towards this aim the
definition of L proceeds dimensionwise while intending to fool step by step Py, Ri, P», Ra, . ... In order
to fool an P; the language L is taken to look like L for inputs of sufficiently large size. Conversely, in
order to fool reduction algorithms R; for sufficiently many of the following input-sizes L looks like an
easy problem. In addition, a typical padding argument guarantees LeNP.

Extensions of Ladner’s result can, f.e., be found in [11].

Considering computational models over uncountable structures like R and C the above diagonalization
argument - at least at a first sight - fails since the corresponding algorithm classes become uncountable.

In this presentation we survey what has been done in the last 10 years in order to obtain Ladner-type
results in different frameworks dealing with uncountable structures.

2 Some uncountable settings

We are interested in the following computational settings. For more severe introductions see [2, 4].

The Blum-Shub-Smale model (BSS for short) over R or C, respectively, treats reals or complex
numbers as basic entities. It performs basic operations among {+, —, -} together with a test > 07 (for
R) or = 07 (for C) at unit cost. If only {+, —}-operations are allowed we get the additive BSS model. We
denote the resulting complexity classes analogue to P and NP in these models by adding self-explaining
sub- and superscripts like Py, P¢, P&dd etc.

Of particular interest below will be the set of machine constants used by a BSS algorithm. Each
uniform algorithm M has access to finitely many constants cq,...,c; from the underlying structure.
These constants can be used within the algorithm. The way how the ¢;’s occur in M’s computation leads

to two more definitions important later on.

If all intermediate results in any computation of M depend linearly on the ¢; only we get the BSS
model with restricted use of contants introduced in [8]. As we shall discuss later on in this model the
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currently strongest uniform Ladner type result for real Turing machines is known. We denote complexity
classes in the restricted model by adding an superscript rc.

The notion of basic machines was introduced by Michaux [9]. It is important in order to perform
diagonalization arguments like Ladner’s one as well in the frameworks we are interested in.

Definition 1. A basic machine over R in the BSS-setting is a BSS-machine M with rational constants
and with two blocks of parameters. One block x stands for a concrete input instance and takes values in
R, the other one c represents real constants used by the machine and has values in some RF (k € N

fized for M ). Here R := |J R™ denotes the set of all finite sequences of real numbers.
n>1
Basic machines for the other models mentioned above are defined similarly.

The above definition of a basic machine intends to split the discrete skeleton of an original BSS
machine from its real machine constants. That is done by regarding those constants as a second block of
parameters. Fixing ¢ we get back a usual BSS machine M (e, ¢) that uses the same ¢ as its constants for
all input instances x. If below we speak about the machine’s constants we refer to the potentially real
ones only.

Basic machines give rise to define a non-uniform complexity class P/const for the different model
variants we consider. The non-uniformity is literally weaker than the well-known P/poly class since the
non-uniform advice has fixed dimension for all inputs.

Definition 2. (¢f. [9]) A problem L is in class Pr/const if and only if there exists a polynomial time
basic BSS machine M and for every n € N a tuple ™) € R* of real constants for M such that M (e, (™)
decides L for inputs up to size n.

Similarly for Pc/const, Pa /const, and P /const.

The final setting we consider below is Valiant’s complexity theory for families of polynomials with
coefficients in a field k together with the corresponding complexity classes VP and VNP, see [4] for a
detailed introduction.

3 Diagonal problems in uncountable structures: Survey of results

We next discuss which results of Ladner type have been established for these settings.

3.1 Complex Turing machines
The first result in the BSS framework was shown in [7] for the complex classes P¢ and NP¢:

Theorem 2 ([7]). Suppose NPc # Pc. Then there are problems in NP¢\ Pc which are not NP¢-complete
under polynomial time many-one reductions.

The proof relies on a theorem by Shub and Smale, see chapter 6 in [2]. It basically says that for a problem
in NP¢ that can be defined without complex constants the use of complex machine constants does not
speed up any decision algorithm significantly. Since there exist NPc-complete problems having the above
property it can be shown that the theorem allows to transfer Ladner’s problem over C to the analogue
problem over Q, the algebraic closure of Q in C. Here, the classical proof can be performed.

3.2 Unifying argument using P /const

The next step was done in [1] by using arguments on the class P/const in the corresponding models.
The class of basic machines clearly is countable as long as the particular choice of machine constants
is not fixed. Thus, in principle we can diagonalize over P/const decision and reduction machines in the
different models.

Theorem 3. [1] Suppose NPr € Pr/const. Then there exist problems in NPg \ Pgr/const not being
NPg-complete under Pg/const reductions.
Similarly for the other model variants.
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The proof again uses the usual padding argument along the classical line. The main new aspect,
however, is the necessity to establish that for each basic machine M which is supposed to decide the
intended diagonal problem L an input-dimension where M’s result disagrees with L’s definition can
be computed effectively. The condition that M disagrees with L for all possible choices of machine
constants can be expressed via a quantified first-order formula. Deciding the latter then is possible due
to the existence of quantifier elimination algorithms in the respective structures.

Since the assumption of Theorem 3 deals with Pr/const instead of Py it gives a non-uniform version
of Ladner’s result. Note that because of Pg C Pg/const the theorem’s implication also holds for uniform
reductions. In order to achieve stronger versions one next has to study the relation between the classes
P and P/const. If both are equal, then a uniform version of the theorem follows.

Theorem 4 ([9],[1]). In recursively saturated structures it is P = P /const. As a consequence, Ladner’s
results holds uniformly over structures like {0,1} and C.

Thus, Ladner’s original result as well as Theorem 2 are reproved. Since R is not recursively saturated
the theorem’s consequence does not apply to R.

Remark 1. Similar results were independently obtained by B. Poizat in [10].

3.3 Additive and restricted BSS model

Due to its importance for the above questions Chapuis and Koiran in [5] have undertaken a deep model-
theoretic analysis of P/const and related classes. They argue that for the full real model already the
equality Pg = Pgr/1 is highly unlikely unless some major complexity theoretic conjecture is violated.
Here, Pg/1 is defined by means of basic machines which use a finite number of uniform and a single
non-uniform machine constant only. Nevertheless, for the reals with addition and order (additive model)
they were able to show once again P24? = P24 /const and thus

Theorem 5 ([5]). Suppose NP £ PL%. Then there are problems in NP \ P which are not
NP _complete.

Their proof for showing the inclusion P& /const C P29 makes use of the moderate growth of

intermediate results in an additive computation. This allows to bound the size of and compute efficiently
and uniformly for each input dimension n a set of rational machine constants ¢{™ such that the given
P& /const-machine works correctly on R=" if ¢(™) is taken as vector of constants.

This idea is one of the starting points in [8] to extend the result to the restricted model. We point out
that this model is closer to the original full real BSS model than the additive one is. As one indication
for this fact note that the NPg-complete feasibility problem F'EAS which asks for solvability of a system
of polynomial equations over R is NPg’-complete as well in the restricted model. Since Theorem 3 holds
as well here the main task is to analyze the relation between Py and P /const.

Theorem 6 ([8]). It is Py = Py /const. As a consequence, supposing FEAS ¢ NPy there exist non-
complete problems in NPy \ Pg.

Crucial for showing Py = P /const is a certain convex structure underlying the set of suitable
machine constants. Given a problem L € Pg’/const and a corresponding basic machine M using &
constants define F,, C R¥ as set of constants that can be used by M in order to decide L NR<™ correctly.
It can be shown that without loss of generality the {E,},, build a nested sequence of convex sets with
empty intersection. The main point now is to establish by a limit argument in affine geometry the
following: There exist three vectors c*, d*, e* € R* such that for all n € N and small enough p; > 0, pp >
0 (u2 depending on p; and both depending on n ) machine M correctly decides L N RS" when using
c* 4 py - d* + po - €* as its constants.

This is sufficient to change M into a polynomial time restricted machine that decides L and uses
c*,d*, ex as its uniform machine constants.

Let us summarize the methods described so far. The diagonalization technique used above allows some
degree of freedom as to how to define Pr/const. This means that we can put some additional conditions
onto the set of constants that we allow for a fixed dimension to work. To make the diagonalization
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work there are basically two aspects that have to be taken into account. First, the resulting class has
to contain Pr. Secondly, the conditions we pose on the constants have to be semi-algebraically definable
without additional real constants. Playing around with suitable definitions might be a way to attack
Ladner’s problem as well in the full real number model. However, for a problem L in Pg/const the
topological structure of the set of suitable constants is more complicated since now each branch results in
a (potentially infinite) intersection of semi-algebraic conditions. Then one has to study how the topology

N

of the sets [ E; evolves for increasing N. For example, could one guarantee the existence of say a semi-
i=1

algebraic limit curve along which one could move from a point ¢* into an E,? In that case, a point on

the curve might only be given by a semi-algebraic condition. As consequence, though one would likely
not be able to show Pg/const C Pgr may be at least a weaker uniform version of Ladner’s result could
be settled.

3.4 Valiant’s model

The final Ladner type result to be briefly discussed here deals with Valiant’s classes VP and VNP and
was shown by Biirgisser in [3]. For the definition of these classes and p-projections as a reduction notion
see [4].

Theorem 7 ([3]). Suppose VNP % VP in Valiant’s model over a field k. Then there exists a family of
polynomials in VNP \ VP that is not VN P-complete under p-projections.

As in Theorem 3 non-uniformity again plays an important role in proving the theorem. Note that
Valiant’s model already by definition is non-uniform since the straight-line programs that define the
members of a polynomial family in class VN P are not necessarily related to each other. This fact again
allows a particular enumeration of all straight-line programs of polynomial size over an uncountable field
”in blocks”, similar in spirit to the enumeration of basic machines.

For finite coefficient fields [3] moreover gives concrete problems of such an intermediate complexity.
Since all the problems constructed above for the different BSS models are quite artificial it remains an
interesting open question to find more natural problems satisfying Ladner’s theorem as well in these
settings.

References

1. S. Ben-David, K. Meer, and C. Michaux. A note on non-complete problems in NPg. J. Complezity, 16(1):324—
332, 2000.

2. Lenore Blum, Felipe Cucker, Michael Shub, and Steve Smale. Complezity and real computation. Springer-
Verlag, New York, 1998.

3. Peter Biirgisser. On the structure of Valiant’s complexity classes. In STACS 98 (Paris, 1998), volume 1373
of Lecture Notes in Comput. Sci., pages 194—204. Springer, Berlin, 1998.

4. Peter Biirgisser, Michael Clausen, and M. Amin Shokrollahi. Algebraic complezity theory, volume 315
of Grundlehren der Mathematischen Wissenschaften [Fundamental Principles of Mathematical Sciences].
Springer-Verlag, Berlin, 1997. With the collaboration of Thomas Lickteig.

5. Olivier Chapuis and Pascal Koiran. Saturation and stability in the theory of computation over the reals.
Ann. Pure Appl. Logic, 99(1-3):1-49, 1999.

6. Richard E. Ladner. On the structure of polynomial time reducibility. J. Assoc. Comput. Mach., 22:155-171,
1975.

7. Gregorio Malajovich and Klaus Meer. On the structure of NP¢c. SIAM J. Comput., 28(1):27-35, 1999.

8. Klaus Meer. On Ladner’s result for a class of real machines with restricted use of constants. In Computability
in Europe, volume 5635 of Lecture Notes in Comput. Sci., pages 352-361. Springer, 2009.

9. Christian Michaux. P # NP over the nonstandard reals implies P # NP over R. Theoret. Comput. Sci.,
133(1):95-104, 1994.

10. Bruno Poizat. Gonflette dans les modeles w-saturés. Exposé au groupe de travail LIP-IGD ” Complexité
Algébrique”, 1996.

11. Uwe Schoning. A uniform approach to obtain diagonal sets in complexity classes. Theoret. Comput. Sci.,
18(1):95-103, 1982.



Nash Equilibria and Fixed Points in the BSS-Model

Arno Pauly*

University of Cambridge
Computer Laboratory
Cambridge CB3 0OFD

United Kingdom

1 Introduction

Some computational problems elude a natural formulation as decision problems, and are therefore not
adequately covered in the study of complexity classes such as P or NP. Motivated by game theoretic
problems in particular, and fixed point problems in general, complexity classes of total search problems
have been studied in the classical framework. A famous example is the class PPAD introduced in [10],
which has computing a Nash equilibrium in a two player game, an e-Nash equilibrium in an n-player
game or a Brouwer fixed point of a suitably represented function as complete problems ([10], [7], [8]).

A unifying property of these problems is their continuous nature, which immediately suggests to
study them in a framework of real-number computation. In the computable analysis approach ([14]),
none of these problems is computable, as they are all discontinuous. The exact degree of incomputability
(i.e. the Weihrauch-degree [5], [4], [12]) of finding equilibria in two-player games was classified in [11].

A hybrid approach was chosen in [9], by assuming that the instances (such as games or functions)
are given as finite sequences of bits, while the solutions are vectors of real numbers. This solves e.g. the
obstacle that a three-player game with rational payoffs can have purely irrational equilibria. By including
a suitable notion of reducibility, equivalences shown in this approach directly transfer to the associated
discrete problems. As a result, the class FIXP is defined, which has finding Nash equilibria in n-player
games (or in 3-player games) and several generic fixed point problems as complete problems.

The goal of the present paper is to initiate the study of the corresponding problems in the BSS-
model ([3]). A number of interesting equivalences between problems can be obtained by inspection of the
reductions given in [9].

2 FIXPp

Our starting point to define the class FIXPg will be circuits defining continuous functions from either
the unit cube, the unit ball or the unit simplex into itself. By Brouwer’s Fixed Point Theorem, such a
function will have a fixed point, so finding a fixed point for each circuit is a total search problem. The
circuits shall be coded in a way that admits (potential) evaluation in polynomial time, e.g. by using a
real number for each individual gate. Then we obtain the following result:

Theorem 1. The following problems are equivalent under polynomial time BSS-reductions:

1. Finding a fized point for a circuit using gates from {+,x, /, ¥/, max}.
2. Finding a fized point for a circuit using gates from {+,*, max}.

3. Finding an exact Nash equilibrium for a 3-player game.

4. Finding an exact Nash equilibrium for an n-player game.

Proof. 4. = 3. The construction given in [6] can be executed by a polynomial time BSS-machine.

3. = 2. The function used in the proof of Nash’s Theorem by Brouwer’s Fixed Point Theorem is the
sought reduction.

2. = 1. Trivial.

1. = 4. The reduction defined in the proof of [9, Theorem 18] does not depend on the inputs being rational
numbers, and the number of algebraic operations executed during the reduction only depends on the
number of coefficients present in the input, not on their size.

* Arno.Pauly@cl.cam.ac.uk
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Now we can define FIXPy as the class of problems reducible to any of the problems above. By the first
problem, it is obvious that a FIXPr-complete problem cannot be solved by a deterministic BSS-machine,
as finding square-roots is reducible to it. Examination of the second problem shows FIXPr C FNPg: As
we can evaluate all the gates in constant time, the circuit itself can be evaluated in polynomial time. If
we guess a fixed point, we can verify it.

3 PPADy

As we have seen, roots and division can be removed from the set of available circuit gates without altering
the difficulty of finding fixed points. In a similar way, we can reduce the number of players in the games
down to 3. Restricting the problems further will yield a new equivalence class, and the class PPADg:

Theorem 2. The following problems are equivalent under polynomial time BSS-reductions:

1. Finding a fived point for a circuit using gates from {+,*c, max}*.
2. Finding an exact Nash equilibrium for a 2-player game.

Proof. The corresponding reductions given in [9] can be extended to polynomial time BSS-reductions.

Obviously, we have PPADg C FIXPg. In the discrete setting, nothing more is known (although a
strict inclusion is strongly expected). Here, however, we can prove the separation of the two classes, as
a consequence of the following theorem:

Theorem 3. All problems in PPADg can be solved by a deterministic BSS-machine.

Proof. It is sufficient to show that a deterministic BSS-machine can find Nash equilibria in two player
games. The reduction from NASH to RDIV given in [11] can be interpreted as an algorithm for the BSS-
model, establishing the claim.

Corollary 1. PPADR C FIXPg.

4 Outlook

The reductions presented here can be adapted quickly to link decision problems derived from the original
search problems. However, it might be more promising to extend the study of search problems to include
further interesting applications. Linear programming seems to be a straight-forward choice. Besides
being an open problem of considerable importance ([13], [2]), the search problem is more relevant than
the decision problem: If a solution exists, it should be returned. Game theory and linear programming
are sufficiently related to expect a link between the two problems.

Another line of reasoning leads back into the classical setting. If PPAD and FIXP should be identical,
the corresponding reduction must fail to transfer to the reals in some way. This constitutes a new type of
barrier, in addition to relativization, natural proofs and algebrization ([1]); although we have to admit,
one of lesser importance. Nevertheless, the identification of this barrier might be useful to study the
relationship between PPAD and FIXP.

This significantly restricts the available options, as purely algebraic reductions are ruled out. As an
alternative to non-algebraic operations, a different treatment of rational and irrational numbers might
be involved. It is even conceivable that this restriction might be useful to prove the separation in the bit
model.

Finally, the original definition of PPAD given in [10] is of a different nature than the one we transferred
here. If we wish to stay close to the first one, we arrive at the following problem: An instance is a directed
graph with in- and out-degree bounded by 1 for each vertex in the form of a BSS-machine that computes
the adjacent vertices for each vertex, where vertices are denoted by real vectors of a fixed dimension
(dependent on the machine), and the 0-vector has no incoming edges. The tasks is to find another vertex
v with in-degree(v) + out-degree(v) < 1. How is this problem related to the problems studied in the
present paper?

! «c denotes multiplication by constants only.
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Summary of results

We consider a finitely generated ring A , which will be mainly a finite field
k, or the ring Z of the integers, or the ring Z/nZ of the integers modulo n .
What we call a function, in m variables, f(xi, ... Xm) 1s an application from
{0,1}™ to A.

Any function can be written in a unique way as a polynomial of degree zero
or one in each of its variables, with coefficients in k ; the dual function f*
of f is the function, in the same number of variables, whose f expresses the
coefficients of the canonical polynomial ; in other terms, f*(xi,... Xm) =

2 uboolean T(Up,e.. Um).X1". oo Xn™ , where X =yx-y+1 (x’=11if y=0,
x=xify=1).

Duality is a special case of a transformation T, that is the data, for each m,
of an inversible linear map Ty between functions of arity m satisfying the

Fubini condition : Tn(f).Tm(g) = Tmim(f.,g) when the m-tuple of the
variables of f is disjoint from the m'-tuple of the variables of g .

A transformation is determined by its restriction T; on the space of functions
in one variable, so that the group of transformations is isomorphic to the
group GL2(k) of two by two invertible matrices with coefficients in k.

In fact, to any transformation T 1is associated a function v (y,x) in two
variables, that we call its kernel, such that Ti(f)(x) =2 (gqo,1; f(t).V (t,x) ,

aIld Tm(f)(xl, cee Xm) = Z t booléen f(tl,tz,...tm).v (tl,Xl). ...V (tm,Xm) fOI' eaCh
integer m , thanks to Fubini condition.

Our aim is to evaluate the effect of transformations on the complexity of
functions. By definition, the complexity of f is the number of arithmetic
operations (additions and multiplications) that are necessary to obtain f



starting from variables and constants choosen in a fixed generating system of
A . The class P(A) is the set of sequences of functions whose complexity
grows polynomially ; Pt(A) is the set of sequence of functions computed by
arithmetics terms of polynomial size, or, equivalently, by arithmetic circuits
of logarithmic depth. An intermediate an less robust class is Malod's Pmd(A)
associated to multiplicatively disjoint circuits. No separation results is known
between Pt(A) and Pmd(A), whatever be the ring A .

The classes SP(A) , SPmd(A) and SPt(A) are obtained by summation
respectively before P(A) , Pmd(A) and Pt(A) ; in fact, SPt(A) =
SPmd(A) . Moreover, when the ring A 1is finite, the parcimonious reduction
of circuits to terms implies that SP(A) = SPt(A) .

The complexity classes that we consider are non uniform ; we could give
them a polynomial uniformity as well, without affecting our results.

From the existence of the kernel, it is clear that SP(A) and SPt(A) are
closed under transformations.

Theorem. (i) Whatever be the ring A, SPt(A) = Pt(A) if and only if
Pt(A) is closed under transformations, if and only if Pt(A) is closed by
duality, if and only if Pt(A) is closed by inverse duality.

(ii) Whatever be the ring A, SPmd(A) = Pmd(A) if and only if Pmd(A)
is closed under transformations, if and only if Pmd(A) is closed by
duality, if and only if Pmd(A) is closed by inverse duality.

(iii) If the ring A is finite, SP(A) = P(A) if and only if P(A) is closed
under transformations, if and only if P(A) is closed by duality, if and only
if P(A) is closed by inverse duality.

Sketch of the proof. A sequence of functions in SPt(A) is obtained by
projection from a sequence of functions which have a simple polynomial
expression, i.e. an inverse dual in Pt(A) .

Now we consider the case where the ring A is a finite field k . When two
finite fields k and k' have the same characteristic p, then SP(k) =P(k) is
equivalent to SP(k') = P(k') , and this is also equivalent to the well-known
hypothesis #pP = P (concerning boolean classes of complexity). Similarly,
SPt(k) = Pt(k) if and only if SPt(k') = Pt(k') , and SPmd(k) = Pmd(k) if
and only if SPmd(k") = Pmd(k") .

Among the transformations, we distinguish the begnin ones, which for
obvious reasons have a moderate effect on the complexity : P(A), Pmd(A)
and Pt(A) are therefore closed under begnin transformations. They are the



diagonal transformations, which multiply the functions in one variable by
some ax + b, where b and atb are invertible, and the antidiagonal
transformations, obtained by composition of the diagonal transformations
with the transformation corresponding to the exchange of the two values 0
and 1.

Theorem. (i) If k is a finite field, SPt(k) = Pt(k) if and only if Pt(k) is
closed under any non-begnin transformation.

(i) If k is a finite field, SPmd(k) = Pmd(k) if and only if Pmd(k) is
closed under any non-begnin transformation.

(iii) If k is a finite field, SP(k) =P(k) if and only if P(k) is closed under

any non-begnin transformation.

Sketch of the proof. Except when the field has three or five elements, the
group of begnin transformations is maximal in GL2(k) ; in the two
exceptionnal cases, jump to the quadratic extension of k.

The paper concludes with considerations on characteristic zero. It is
observed that the hypothesis #P = P corresponds to the possibility of
making summation in figures.

The connexions between the two (unlikely) hypothesis SP(Z) = P(Z) and
SPmd(Z) = Pmd(Z) are very mysterious ; they both imply SPt(Z) U P(Z),
an hypothesis on computations with integers that turns out to be equivalent
to #P =P, which is an hypothesis concerning boolean ; it implies in turn
each of the #pP =P ,aswellas NP =P.

It can be shown that #nP =P is equivalent to the conjunction of the #pP =
P for each of the prime divisors p of n.



Une dualité entre fonctions booléennes

Bruno POIZAT

Résumé. Si k est un corps fini, toute fonction f(xi, ... Xxm) de {0, 1}™ dans k s'écrit de
maniere unique comme un polyndme, a coefficients dans k , de degré un ou zéro en
chacune de ses variables ; on peut donc lui associer une fonction f*(x, ... Xm) , sa duale,
qui exprime les coefficients de son polyndme canonique. Nous considérons 'improbable
hypothése que la classe P(k) , formée des suites de fonctions calculables en un nombre
d'opérations (additions et multiplications) de croissance polynomialement bornée, soit
close par dualité ; nous montrons qu'elle équivaut a une hypothése bien connue en Théorie
de la Complexité sous le nom de P =#pP , ou p est la caractéristique de k.

Dans une premicre section, nous exposons ce résultat lorsque k = Z/2Z , c'est-a-dire dans
le cadre des calculs booléens classiques ; sa démonstration évite 1'emploi d'un polyndme
universel comme le hamiltonien : ses ingrédients sont d'une part la réduction
parcimonieuse des circuits aux termes, et d'autre part la constatation que les expressions
arithmétiques ont une duale trés facile a calculer.

Dans la deuxiéme section, nous traitons le cas général, en introduisant une classe SP(k)
obtenue par sommation a partir de la classe P(k) ; nous vérifierons dans la quatrieme
section 1'équivalence des hypotheses SP(k) = P(k) et #pP = P . Nous y définissons
¢galement une notion de transformation, dont la dualit¢ est un cas particulier. Les
transformations forment un groupe isomorphe a GL,(k) , avec un sous-groupe B(k) de
transformations que nous qualifions de bénignes, car elles n'ont que peu d'effet sur la
complexité des fonctions ; nous montrons que toutes les transformations non-bénignes ont
a peu pres la méme influence sur la complexité des fonctions, saufsi k =F; ou k=F;s ;
dans ces deux cas exceptionnels, la transformation de Fourier joue un r6le particulier.

Dans la troisieme section, nous considérons des fonctions de k™ dans k ; nous n'y
trouvons pas des classes de complexité vraiment nouvelles, mais seulement un groupe de
transformations plus riche.

La quatrieme section introduit 1'égalité #P =P dans le paysage ; quant a la cinquiéme et
derniére, elle examine le lien entre nos résultats et ceux de Guillaume Malod concernant la
cloture par fonction-coefficient de diverses classes de complexité pour le calcul des
polynomes a la maniére de Valiant.

Nous nous sommes efforcés de rédiger cet article de manicre a ce qu'il puisse étre lu par
des personnes non spécialisées en Algorithmie.

Mots clefs. Complexité des calculs, circuits et termes arithmétiques, expressions
arithmétiques, parallélisation, réduction parcimonieuse, hamiltonien, Valiant, Malod.



1. Fonctions booléennes

Dans cette premiere section, nous nous placons dans le cadre usuel de
l'étude de la complexité algorithmique, qui est celui des fonctions
booléennes. Nous introduisons une transformation involutive entre fonctions
booléennes, que nous appelons dualité, et nous évaluons son influence sur la
complexité des calculs de parité.

1.1. Une fonction et sa duale

Nous qualifions de booléens deux éléments notés 0 et 1, et nous appelons
fonction booléenne en m variables une application de {0, 1}™ dans {0, 1} .
Nous munissons {0, 1} de la structure du corps Z/2Z = F, a deux
¢léments: 0+0=1+1=0, 0+1=1+0=1, 00=1.0=0.1=0, 1.1
=1.

Toute fonction booléenne s'écrit comme un polyndme a coefficients dans
F, ; on le voit par une induction aisée sur son nombre de variables, en
utilisant la formule (x4, ... Xm,X) = X.f(X1, ... Xm,1) + (X+1).f(x1, .. Xm,0) .
Comme 0 et 1 satisfont a 1'égalité x*> = x , on peut supposer ce polyndme
de degré au plus un par rapport a chacune de ses variables ; I'écriture devient
alors unique, car il y autant de fonctions booléennes en m variables que de
polyndmes en m variables de cette forme. Nous appellerons ce polyndme
univoquement attaché a f le polyndme canonique de f.

Nous appelons duale f* de f la fonction en le méme nombre de variables
dont f décrit les coefficients des monomes du polyndme canonique ; plus
précisément, si nous notons X’ =y.x +y+ 1 la fonction qui vaut 1 si y=

0,etquivaut x si y=1, (X1, ... Xm) = Z ubooléen T(Ur,ee. Um).X1" 0 o Xn™ .

On voit que, dans cette écriture, un monéome en (Xi, ... X») , de degré un ou
zéro en chacune de ses variables, est associ¢ au uplet booléen (u, ... u,) tel
que ui=1 si x; figure dans le monome, et u; =0 sinon.

Considérons par exemple la fonction ternaire U (x,y,z) de majorité, qui vaut
I s'il y aau moins deux 1 parmi les valeurs données aux variables x, y et
z, et qui vaut 0 sinon. Son expression polynomiale canonique est [ (X,y,z)
=x.y +y.z + zx . Comme la fonction de trois variables x.y vaut 1 dans
exactement deux cas, lorsque x=y =1 et z vautsoit 0, soit 1, sa duale
est 2 uvw WV.XNY.Z" = xy + X.y.z ; de méme les duales de y.z et de z.x
valent respectivement y.z + x.y.z et z.x + x.y.z . Comme la dualité est de
toute évidence linéaire, U *(x,y,z) = Xx.y + y.z + zx + X.y.z, qui vaut 1 si



exactement deux de ses variables prennent la valeur 1 ; en conséquence,
M * est la fonction qui exprime les coefficients du polynome canonique de
M . Autrement dit (U *)* = ; voici I'explication de ce miracle :

Théoreme 1. La dualité est involutive : (f*)* =, et f* décrit les
coefficients des monomes du polynéme canonique de f .

Démonstration.  (f)*(x;, ... Xu) = Z ., P, ... un)X". . X =
S [Z v vi)w' L wn ™)X L xe™ = Xy (Ve V) [Z o
w' ™ x " L xe™], la derniére égalité étant obtenue par 1'échange des

sommations. La somme entre crochets se calcule grace au Théoréme de
Fubini, qui déclare que Z yw ¢ .Y W) = [Z 4 ][ o Y ()] siles
uplets de variables u et u' sont disjoints. Elle vaut donc M; (X 4 u'.xi%) =
M;0"x’+ 1"x")=MN; (1 +v;+x), soit encore 1 si vi=x; pour chaque
1,et 0 sinon. Fin

Remarque 1. La dualité est définie a nombre de variables m fixé ; si une
fonction dépend de m variables, sa duale n'est plus la méme quand on la
considere comme une fonction en une variable muette de plus.

1.2. Questions de complexité
Notre probleme est de comparer la complexité de f et celle de f* .

Par définition la complexité d'une fonction (booléenne) est le nombre
d'opérations nécessaires pour la calculer a partir de variables et des constantes
0 et 1. Comme le choix d'une base (finie) d'opérations ne modifie la
complexité qu'a une constante multiplicative pres, nous élirons la somme et le
produit modulo deux. La complexité d'une fonction booléenne est donc la
complexité minimale d'un circuit arithmétique modulo deux qui I'exprime.

Rappelons qu'un circuit arithmétique est la chose bien naturelle suivante : un
graphe fini orienté, sans cycles orientés, dont les points sont appelés portes ;
il n'a qu'une seule porte qui n'émet pas de fleche, sa sortie ; ses portes qui ne
recoivent pas de fléches sont appelées entrées ; chaque entrée est étiquetée
par une variable ou par une constante ; les points qui ne sont pas des entrées
regoivent exactement deux fléches, d'origines distinctes ou confondues, et
sont étiquetées par l'addition, ou bien par la multiplication ; la complexité du
circuit est le nombre de ces portes d'opération ; sa profondeur est la longueur
maximale d'un chemin joignant une de ses entrées a sa sortie. On voit
facilement qu'un circuit de complexité ¢ n'a pas plus de c+1 entrées. Un



trait important des circuits, c'est qu'on ne limite pas le nombre de fléches que
peut émettre une porte, ce qui signifie qu'une fois qu'un calcul intermédiaire
est fait, on peut l'utiliser autant de fois qu'on veut. Si vous avez soif de plus
de détails, vous pouvez vous abreuver chez [Biirgisser 2000] ou/et chez
[Poizat 1995].

Pour éviter des problémes idiots avec les variables muettes, nous convenons
que, dans un circuit qui calcule f(xi, ... Xm) , chacune des variables x; figure
a au moins une entrée du circuit : si X; est absente d'un calcul de f, on peut
toujours l'introduire artificiellement en ajoutant 0.x; au résultat. Avec cette
convention, une fonction de complexité c n'a pas plus de c+1 variables.

On ne confondra pas la complexit¢ de f et celle de son polyndme
canonique : un circuit de complexit¢ minimale calculant f calcule aussi un
polynome a coefficients dans F, qui a méme restriction a F, que le
polyndéme canonique de f ; il n'y a pas de raison pour que ces deux
polynomes soient égaux !

Nous noterons P la classe des suites f, de fonctions booléennes dont la
complexité c, est majorée par un polyndome en n (a coefficients réels) ; le
nombre m, de variables de f, est donc polynomialement borné¢, €tant
majoré par ¢, + 1. Comme nous n'introduisons pas d'uniformité, cette classe
est souvent notée P/poly ; on pourrait l'uniformiser en exigeant que les
fonctions de la suite soient calculées par une suite de circuits produits par une
machine de Turing travaillant en temps polynomial ; nous ne le faisons pas,
car il n'est pas coutume d'uniformiser les classes de Valiant auxquelles nous
allons comparer nos classes booléennes. De toutes fagons, l'uniformité
n'aurait qu'un effet décoratif, étranger a la nature des problémes que nous
posons.

Nous notons SP(F,) la classe des suites de fonctions de la forme f.(x) =
2 ubooléen En(X,1) , ou la suite g, est dans P . Cette classe, qui correspond aux
comptage de la parité¢, a x fixé, du nombre de solutions (booléennes) de
I'équation g,(x,u) = 1 , est usuellement notée #2P ; si nous changeons la
notation, c'est que nous la considérerons comme un cas particulier d'une
classe définie sur un corps fini arbitraire. En convenant que Z ¢ fi(x) = fu(x) ,
ou bien en observant que fi(x) =2 ,u.fu(X), on voit que P est inclus dans
SP(F,) . Puisque la longueur du uplet u peut étre un polyndome en n, les
sommations portent sur un nombre a priori exponentiel de termes, et on
s'attend a ce qu'elles fassent exploser la complexité ; on pense donc qu'il tres
probable que l'inclusion de P dans SP(F,) soit stricte, mais, comme
d'habitude en 1'état présent de la Théorie de la Complexité des calculs, on est
incapable de le démontrer.



I1 est évident, d'apres la définition de f* , que la classe SP(F,) est close par
dualité : la suite f, est dans SP(F,) si et seulement si la suite f,* est dans
SP(F,) . Plus précisément, on voit que si f s'obtient par sommation devant
une fonction de complexité ¢, f* s'obtient par sommation devant une
fonction de complexité inférieure a S.c +4 .

Un terme est un circuit d'architecture arborescente, dans lequel chaque porte
n'est autorisée a €émettre qu'une seule fleche ; Pt est la classe des suites de
fonctions booléennes calculées par une suite de termes de complexité
polynomiale ; grace au lemme de parallélisation de Spira (voir [Spira 1971],
[Poizat 1995]), Pt est aussi la classe des suites de fonctions booléennes
calculées par une suite de circuits de profondeur logarithmique, c'est-a-dire
bornée par A.log(n) pour une certaine constante réelle A . En effet, d'une
part un circuit de profondeur p est de complexité au plus 2°"' ; d'autre part
le Lemme de Spira affirme qu'un terme de complexité ¢ peut se remplacer
par un terme équivalent, c'est-a-dire calculant la méme fonction, de
profondeur majorée par 4.log(2.c + 1) (le logarithme est en base deux).
Comme ce lemme n'utilise aucune proprieté algebrique de la somme et du
produit, mais seulement le fait qu'on travaille dans un ensemble fini
({0, 1} dans le cas présent), la classe Pt ne dépend pas de la base
d'opérations choisie.

Rappelons qu'on ne sait pas séparer P de Pt (c'est-a-dire qu'on ne sait pas
montrer que l'inclusion de Pt dans P est stricte). On transforme un circuit
en un terme équivalent en répétant les calculs a chaque niveau ; cette
manipulation conserve la profondeur, mais a un effet exponentiel sur la
complexité ; cela laisse penser que l'inclusion de Pt dans P est stricte, mais
un sentiment n'est pas une démonstration !

La classe SPt(F,) est définie a partir de Pt comme SP(F,) l'est a partir de
P . Le lemme suivant est bien connu, sous cette forme ou sous une autre :

Lemme 2, de réduction parcimonieuse. Si f(x) est une fonction booléenne
calculée par un circuit arithmétique de complexite ¢ , on peut trouver une
fonction g(x,u) en c¢ variables de plus, calculée par un terme arithmétique
de complexité 4.c , ayant la propriété suivante : si f(x) =0, g(xu) =0
pour toute valeur de u ; si f(x) =1, g(x,u) =0 pour toute les valeurs de u,
a l'exception d'une seule ou elle vaut 1 .

Démonstration. A chaque porte d'entrée du circuit est attachée une variable
ou une constante (valant 0 ou 1) ; a chacune de ses portes d'opération TT
nous associons une nouvelle variable u. Si T est une porte d'addition nous



considérons le polyndbme 1 +u+u'+u",ou u' et u" sont les variables ou
les constantes associées aux portes dont Tt recoit ses fléches : ce polynome
vaut 1 si u=u"+u",et 0 sinon;si TU est une porte de multiplication,
nous considérons pareillement le polynome 1+u-+u'.u", quivaut 1 si u=
u'.u",et O sinon ; g(x,u) estle produit de tous ces polyndmes par la
variable associée a la sortie du circuit. Fin

Corollaire 3. SP(F,) = SPt(F>) .

Démonstration. Si f(x,u) est de complexité ¢, le Lemme 2 donne un terme
g(x,u,v) de complexité¢ 4.c tel que f(x,u) =2 ,g(x.u,v), etalors Z , f(x,u)
=Z 4 gxuy) . Fin

1.3. Sommations et projections

On dit qu'une fonction est projection d'une autre si la premiere s'obtient a
partir de la seconde en remplagant les variables de cette dernicre par des
variables ou des constantes ; comme nos fonctions ont pour domaine
{0, 1}™, cette notion n'a pour nous de sens que si les constantes de
projection sont 0 ou 1. Une projection ne peut que diminuer la complexité.

On dit qu'un terme de complexité ¢ est une expression si ses c+1 entrées
sont affectées de variables (pas de constantes) qui sont toutes distinctes ; on
voit que tout terme est projection d'une expression. Le résultat qui suit vient
de ce que la duale d'une expression est facile a calculer :

Théoreme 4. Si f(x)=2 , g(x,u), ou g est un terme de profondeur p, f(x)
est projection d'une fonction fi(y) =2 . h(y,u) dont la duale se calcule par
un terme de profondeur inférieure a 3.p +2 .

Démonstration. A partir du terme g(x,u) , nous en fabriquons un autre a
peine plus profond, h(y,u) , en modifiant les entrées de la maniere suivante :
nous introduisons autant de variables y; qu'il y a d'entrées ; si la j-iéme
entrée est indexée par une constante € , nous la remplacons par € .y; ;sila
j-ieme entrée est indexée par une variable u du uplet u, nous la remplagons
par w.y;j ;sila j-iéme entrée est indexée par une variable x qui n'est pas une
variable de sommation, nous la remplacons par y; . Il est clair que f(x) est

une projection de fi(y) =2 ,h(y,u).

Si nous considérons h(y,u) comme un polynome en y a coefficients dans
I'anneau F,[u] , il n'a pas de terme constant, et les coefficients de ses



monomes sont trés faciles a calculer.

Plus précisément, comme ce polyndome est du premier degré en chacune de
ses variables y; , nous pouvons représenter chaque mondéme en y par un
uplet booléen v de méme longueur. L'application qui se calcule aisément,
c'est celle, a valeurs dans F,[u], qui a v associe le coefficient du monome
representé par v . Cela se fait par une induction sur la complexité des
termes ; considérons une porte d'opération Tt calculant un sous-terme t(z,u)
de h(y,u), ounous notons z le uplet de variables de y dont dépend t ; soit
w le uplet de variables de v correspondanta z ; TU regoit ses fléches de
portes TU' et T ", calculant respectivement t'(z',u) et t"(z".u) dont les
uplets de variables z' et z" sont disjoints ; si TT est une porte d'addition, la
décomposition en mondmes de t est une simple juxtaposition de celle de t'
et de celle de t" , tandis que si TU est une porte de multiplication, les
mondmes de t sont les produits de ceux de t' et de ceux de t" . On
remarque que le calcul du coefficient d'un monome de h(y,u) ne demande
pas d'additions : ce coefficient, s'il n'est pas nul, est un mondme en u ; par
ailleurs, la sommation d'un mondome booléen est une chose trés simple,
puisqu'elle vaut 1 si toutes les variables sont présentes, et 0 sinon !

Donnons plus de détails ; si t(z,u) est un sous-terme de h(y,u), calculé a la
porte TU , le coefficient de son monome en z représenté par w est le
produit d'un monéme en u = (uy, ... u,) par un coefficient valant 0 ou 1 ;
nous lui associons n+1 fonctions 0 o(w), 0 (W), .. 0 (W) ; 0 o(w) est
le coefficient ; pour i>0, 0 (w) =1 si w figure dans le mondme, et 0
s'il n'y figure pas. On remarque que 0 ((0) =0 puisque I'expression de t(z,u)
comme polyndme en z n'a pas de terme constant. Quand 0 o(w) =0, les
valeurs de 0 (w), ... 0 (w) importent peu, ce qui nous donnera la liberté
de choisir des fonctions 0 i(w) faciles a calculer

Comme nous l'avons remarqué, la duale de fi(y) = 2 , h(y,u) est le produit
0 o(v).0 1(¥). ... .0 .(v) associé au terme final h(y,u) .

Toutes ces fonctions se calculent facilement, par récurrence sur la complexité
du terme g(x,u) . En effet :

- si Tt estla j-ieme entrée et est associée a la constante € , t(yj)) =€ .yj,

0 o(Vj):E Vi, 0 I(Vj): ..= 0 n(Vj):O

- si TU estla j-ieme entrée et est associée a la variable u;, t(yj) = w.y;,
0 o(Vj)Ze i(Vj)ZVj ,etpour k?fo,l 0 k(Vj)ZO
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- si TU estla j-iéme entrée et est associée a une variable qui n'est pas une
variable de sommation, t(y;)=yj, 0 o(vj))=vj, 0 (vj)= ...= 0 o(v))=0

-si Tt est une porte d'addition, recevant ses fleches de ' etde ", le
terme calculé est t(z,u) = t'(z',u) + t"(z",u) , ou z est la concaténation de z'
et de z", qui sont disjoints ; nous considérons le produit o (w") des 1+v"
ou v" parcourt w", ainsi que le produit 3 (w') des 1+v' ou V' parcourt
w' ;si o (w")=p (w') =0, on calcule le coefficient d'un monéme qui a des
variables a la fois dans Zz' et dans Zz" : il est donc nul, et on peut prendre
B (w)=0 1(w)=..=0 (w)=0 ; si a (w")=p (w')=1, on doit prendre
0 o(w) = 0 puisqu'il n'y a pas de terme constant, tandis que les valeurs de
0 (W), .. 8 4«(w) peuvent étre choisies arbitrairement ; dans le dernier cas,

de a (w") et de B (w'), un seul des deux n'est pas nul, et le monome vient
de son coté ; autrement dit, dans tous les cas, on peut prendre pour chaque 1,

0 (w=a w").0 'Ww)+p )b "(w")

-si Tt est une porte de multiplication, recevant ses fléches de ' etde 1"
, le terme calculé¢ est t(z,u) = t'(z,u).t"(z",u) , ou z' et z" sont disjoints ; le
mondme de t représenté par w est le produit du mondme de t' représenté
par w' et de celui de t" représenté par w" ; autrement dit, 0 (w) =
0 /(w).0 "(w") , et, pour i# 0, Biw) =06 W)+ 0w+
0 '(w).0 "(w") .

On montre facilement, par induction sur la profondeur p de la porte T , que
le calcul des © se fait en profondeur 2.p +1 ; eneffet,si p=0, 1T est
une entrée, et le calcul se fait en profondeur un ou zéro ; si Tt est une porte
d'addition, comme les uplets w' et w" sont de longueur au plus 2", le
calculde a etde B se fait en profondeur p-1+1=p < 2.(p-1)+ 1, qui
majore la profondeur des 0 ' et des O " par hypothése de récurrence, si
bien que celui des 8 se fait en profondeur 2.(p-1)+1+2=2p+1 ;ilen
est de méme si Tt est une porte de multiplication.

Quant a la multiplication finale, comme n < 2° | elle se fait en profondeur
p+1, si bien que la profondeur totale est majorée par 3.p +2 . Fin

Remarque 2. Comme les constantes valent 0 ou 1, on aurait pu traiter les
constantes € comme les variables X ; si nous avons fait ainsi, c'est en
prévision du futur. Remarquons par ailleurs que l'application brutale de la
formule 6 =0 '+06 "+0 '0 ",ou 0 ' et 6 " apparaissent chacun deux
fois, fait exploser la taille des termes ; c'est pour cela qu'il faut paralléliser.
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Théoreme 5. P = SP(F,) (c'est-a-dire P =#2P ) si et seulement si P est
close par dualite ; Pt= SP(F,) si et seulement si Pt est close par dualité.

Démonstration. Puisque SP(F,) = SPt(F,) est close par dualité¢, P et Pt le
sont aussi quand elles lui sont égales. Réciproquement, si P est clos par
dualité, d'apres le théoréme précédent toute suite de fonctions dans SP
s'obtient par projection a partir d'une suite de fonctions dans P , et est donc
elle-méme dans P ; le méme argument vaut pour Pt. Fin

2. Fonctions a valeurs dans un anneau

Dans cette deuxieme section, nous étendons nos calculs aux fonctions
toujours d'arguments booléens, mais a valeur dans un anneau A . Nous
définissons une notion générale de transformation, satisfaisant une condition
de type Fubini, dont la dualité est un cas particulier. Nous considérons la
classe P(A) des suites de fonctions a valeurs dans A calculables en un
nombre fini d'opérations ; quand A est fini, nous montrons que la cloture de
P(A) par dualité équivaut a sa cloture par sommation. Nous étudions plus
préciséement le groupe des transformations quand A est un corps fini k, de
caractéristique p ; nous vérifierons dans la section 4 que la cloture de P(k)
par sommations (ou transformations) correspond a une hypothese ouverte
bien connue en théorie de la complexité classique, concernant le comptage
modulo p .

2.1. Dualité et transformations

Nous considérons maintenant des fonctions de m variables booléennes a
valeur dans un anneau A , c'est-a-dire des applications de {0, 1}™ dans
A, qui sera le plus souvent I'anneau Z des entiers relatifs, ou bien le corps
F, = Z/pZ des restes des entiers modulo un nombre premier p . Nous
persistons a qualifier O et 1 de booléens bien que, du point de vue
opérationnel, nous les considérons maintenant comme des ¢léments de A et
nonpasde Z/2Z : 1+1 estégala 2 etnonpasa 0.

Les fonctions en m variables booléennes forment un module libre E,, , de

dimension 2™ sur A . De ce module nous considérons principalement deux
bases, la base canonique et la base des monomes.

La base canonique de E; est composée de la fonction caractéristique co(X)
de {0} et de la fonction caractéristique ci(x) de {1} ; celle de E. est

composée des fonctions de la forme c¢ 1(X1).Ce 2(X2). ... .Ce m(Xm) , OU les € ;
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valent 0 ou 1 : ce sont les fonctions caractéristiques des singletons de
{0, 1}™ . Les coordonnées d'une fonction dans la base canonique, ce sont
tout simplement ses valeurs en chaque point.

Les égalités co=1+x,ci=x, 1 =co-c¢1, X=c montrent que les
fonctions 1 et x forment aussi une base de E,, et que les fonctions de la
forme x;° 'x> % ... Xm ™ forment une base de E. . Autrement dit, toute
fonction s'écrit de maniere unique comme un polyndme, a coefficient dans
A , de degré un ou zéro par rapport a chacune de ses variables ; les
coordonnées d'une fonction dans la base des mondmes sont les coefficients

de son polyndme canonique.

Nous appelons duale f* de la fonction f la fonction en le méme nombre de
variables dont f décrit les coefficients du polynome canonique : £*(x, ..
Xm) = 2 ybooken T(U1,... Um).X1"". ... X", o0 I'exponentielle x¥ = l-
y + Xy est la fonction qui vaut x si y=1,etquivaut 1 si y=0.La
dualité est un exemple de transformation, notion que nous allons définir.

Nous appelons prétransformation T la donnée pour chaque m d'une
application linéaire T, de E, dans lui-méme satisfaisant aux égalités
suivantes, que nous appelons Conditions de Fubini : Tun(f).Tm(g) =
Tmm(f.g) , ou le m-uplet des variables de f est disjoint du m'-uplet des
variables de g . Nous convenons que T, vaut l'identité sur I'espace E, des
fonctions constantes. Puisque la base canonique de Enm est formée des
produits des ¢léments de la base canonique de E. par ceux de la base
canonique de E. (il en est de méme pour les bases de monomes !), une
prétransformation T est entierement déterminée par T; , qui est une
application linéaire quelconque de E; dans lui-méme. La composée de deux

prétransformations en est une. Nous appelons transformation une
prétransformation  bijective, c'est-a-dire inversible. Le groupe des

transformations est isomorphe a GL»(A) .

Nous munissons les fonctions de deux variables du produit suivant, que nous
qualifions de produit matriciel : (f X g)(x,y) =2 (g1 f(x10).g(ty) ; 1l
correspond au produit des matrices a deux lignes et deux colonnes, qui ont
respectivement f(1,]) et g(i,j) a l'intersection de leur i-ieme ligne et de leur
j-1eme colonne.

De méme, si h est une fonction d'une variable, soit encore un point de E; ,

I'écriture 2 (p01; f(X,t).h(t) correspond a la multiplication de la colonne
des coordonnées de h par la matrice associé¢e a f.
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Comme toute application linéaire se représente par une matrice, a toute
prétransformation T est associée univoquement une fonction Vv (y,x) , que
nous appelons son noyau, telle que Ti(f)(x) =2 (g1 f(t).V (t,x) ; il en

résulte que Tm(f)(X1, Xm) =2 t booléen f(t1,t2,...tm).V (t1,X1). ...V (tm,Xm)
pour chaque entier m , puisque cette égalité est verifice, grace au Théoreme
de Fubini, lorsque f est dans la base canonique de E., . La composition des
prétransformations correspond a la multiplication matricielle de leurs noyaux.

Par exemple, la transformation identité a pour noyau la fonction cy,(X) =
l-(x-y=1-x-y+2xy,quivaut 1 si x=y,et 0 sinon. Sion
multiplie ce noyau par une constante A  dans A , on obtient la
prétransformation centrale T, qui multiplie par A ™ les fonctions de m
variables ; c'est une transformation si et seulement si A est inversible. Plus
généralement, on peut multiplier ce noyau par une fonction A (x) =ax+b
= b.co(x) + (atb).ci(x) , et obtenir la prétransformation qui multiplie par
A (X1). ... .A (Xm) les fonctions de m variables ; dans la base canonique,

Ty .1 est représentée par une matrice diagonale ; elle est inversible si b et
atb le sont.

Ces dernieres transformations n'ont qu'un effet bénin sur la complexité des
fonctions, qu'elles ne peuvent qu'au plus multiplier par une constante. Il en
est de méme de Ty , associée a la permutation 0 des deux valeurs 0 et
1,quia f(xi, ... xm) associe f(0 (x1), ... 0 (Xm)) ; son noyau s'écrit (x - y)*
=X+y-2Xxy.

En conséquence, nous appellerons transformations bénignes celle qu'on

obtient par composition des T, ) et de Ty ; dans la base canonique de
E:, elles sont représentées par les matrices diagonales ou antidiagonales
inversibles. On voit facilement que ce sont les transformations dont le noyau
a la propriété suivante : pour chaque x,ily aunseul y tel que v (y,x) #
0, s1 bien que la sommation qui les définit se réduit a un seul terme.

Il est par contre probable que la dualité T* , dont le noyau est I'exponentielle
x’, a un pouvoir explosif ; il devrait en étre de méme de son inverse T°, qui
a f associe la fonction f° qui calcule les coefficients de son polynome
canonique. On inverse matriciellement l'exponentielle par la formule
S oo X.at+bt+cy+dty)=1-x-y+2xy, cequidonne, aprés
identification, 1 -2.x -y + 3.xy comme noyau de T°.

On remarque que, dans la base canonique, T*; a pour matrice (I 0;1 1)
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(nous ne considérerons que des matrices a deux lignes et deux colonnes, dont
nous écrivons les deux lignes séparées par un point-virgule) ; quand A =
(Z/mZ) , la transformation T* est donc d'ordre n, et T° s'obtient en I'itérant
n-1 fois . Quel que soit I'anneau A , T* et T° sont conjuguées par
l'involution bénigne de matrice (1 0;0 -1), associée a la fonction A (x) =
l1-2x.

La célébre prétransformation de Fourier a pour noyau (-1)*, ou le caractére
(-1)* vaut 1-2x ; (-D)*(-1) = (-1)XDy ,ou xy=x+y-2xy note la
somme modulo deux. Le carré matriciel de ce noyau vaut < g1y (-1)*".
D= 1+(1-2x)(1-2y)=2.(1-x-y+2Xxy), qui est le noyau de T,.
Autrement dit, le carré de la prétransformation de Fourrier multiplie par 2™

les fonctions de m variables ; c'est une transformation si et seulement si 2
est inversible dans A , et dans ce cas toute fonction s'écrit de maniere

. . . . € 1x1
unique comme combinaison linéaire des caracteres -1)" ™.

€ € , . .
-1) ¥ . .. . (-1) ™™  la transformée de Fourier inverse donnant
justement les coordonnées de la fonction dans cette base des caracteres.

2.2. Classes de complexité

Parlons maintenant de complexité. Comme la fonction f s'écrit comme un
polynéme, nous pouvons définir sa complexit¢ comme étant le nombre
minimal d'additions et de multiplications qu'il faut pour I'obtenir a partir de
variables et de constantes. Il y a deux facons d'envisager le role des
constantes, qui se confondent quand I'anneau A est fini.

La premiere fagon est généralement adoptée dans I'¢tude des classes de
complexité a la Valiant, bien qu'elle ne se préte pas a leur uniformisation.
Elle consiste a se donner gratuitement toutes les constantes de A , chaque
fonction constante étant de complexité nulle.

Nous adoptons ici une autre convention, qui suppose que l'anneau est
finiment engendré. Nous fixons un systeme générateur G finide A, et tous
nos calculs sont faits a partir de constantes dans G et de variables : quand
nous aurons besoin d'autres constantes, il faudra les calculer, et intégrer la
complexité de leur calcul dans la complexité de la fonction. Changer de
systéme générateur n'augmente les complexités que d'une constante, ce qui
nous permet de supposer que G contient toujours la constante -1 . Cette
facon plus stricte de tenir compte du role des constantes dans le calcul des
polynomes a été introduite par [Malod 2003].
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Nous adoptons donc, pour les anneaux Z et Z/nZ , la convention suivante :
la complexité d'une fonction est la taille minimale d'un circuit arithmétique
qui l'exprime, et qui n'a a ses entrées que des variables ou la constante -1 .
Les seules portes d'opérations de nos circuits sont des additions et des
multiplications ; les soustractions se font grace a des multiplication par -1,
et il n'y a pas de divisions. Comme nous l'avons déja dit, la complexité d'une
fonction n'est pas celle de son polyndme canonique : le ou les meilleurs
circuits qui calculent f calculent aussi des polyndmes a coefficients dans A
qui ne sont pas nécessairement égaux au polyndome canonique de f : ils ont

seulement méme restriction que ce dernier a {0, 1}™ .

La classe P(A) est formée des suites de fonctions de complexité
polynomiale, et la classe SP(A) est ce qu'on obtient en mettant des
sommations a la sortie des ¢léments de P(A) . On définit de maniere
analogue les classes Pt(A) et SPt(A) . Grace au Théoréme de
parallélisation de Muller et Preparata [MP 1976], qui, lui, repose sur les
propriétés algébriques de la somme et du produit, les termes de complexité
polynomiale sont équivalents aux circuits de profondeur logarithmique.

Lemme 6. Quel que soit l'anneau fini A, SP(A)= SPt(A) .

Démonstration. Il nous faut un lemme de réduction parcimonieuse. Nous
considérons un circuit arithmeétique de complexité c¢ calculant une fonction
f(x) de {0, 1}™ dans A = {a;, a,, ... aq} . Nous remplacons ce calcul dans
A par un calcul booléen, en représentant I'¢élément a; par le g-uplet booléen
dont les coordonnées sont nulles, sauf la i-eme qui vaut 1 ; la complexité
du calcul se multiplie par une constante, puisque les portes de constantes et
d'opérations sont remplacées par q portes booléennes, et qu'il faut tenir
compte des tables d'addition et de multiplication de A .

On obtient ainsi q fonctions booléennes fi(X), ... fy(X) , puis, par réduction
parcimonieuse, q termes booléens hi(x,u), ..., hy(x,u) qui ont la propriété
suivante : @ x fixé, tous les hj(x,u) sont nuls, a lI'exception d'une seule
valeur de u pour laquelle hi(x,u) =1, ou f(x) = a; . Nous parallélisons ces
termes en profondeur logarithmique, puis nous simulons l'addition et la
multiplication de F, par celles de A restreintes a {0, 1} grace aux
fonctions x +y-2.xy et Xy , ce qui ne fait que multiplier les profondeurs
par trois ; nous obtenons ainsi des termes gi(x,u) , ... g((x,u) au sens de A,
de complexité polynomiale en c . Le terme g(x,u) = a,.gi(x,u) + ... +
a.24(x,u) , a X booléen fixé, est toujours nul, sauf pour un u booléen ou il
calcule f(x). Fin
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Remarque 3. Grace a la simulation de l'addition modulo deux, toute suite
appartenant a P = P(F,) définit aussi un élément de P(A) , quel que soit
I'anneau A . Par ailleurs, si cet anneau a q ¢léments, nous avons vu qu'un
¢lément de P(A) se représente par un qg-uplet d'éléments de P .

Il ne saurait étre question de réduction parcimonieuse dans le cas de Z ,
puisqu'un circuit peut produire un nombre doublement exponentiel en sa
taille, tandis que celui calculé par un terme est simplement exponentiel.

Voici maintenant la version définitive du Théoréme 4 :

Théoréme 7. On considere un anneau A arbitraire, et une fonction de la
forme f(x) =2 ,gxu), ou g estun terme de profondeur p ; alors f(x)
est projection d'une fonction fi(y) = 2 , h(y,u) dont la duale inverse se
calcule par un terme de profondeur inférieure a 4.p+ 4 .

Démonstration. Il faut modifier la démonstration du Théoréme 4 en
remplacant les expressions 1 + v, par 1 - vi = (-1).(vi + (-1)) , et les
expressions 0 /(w')+0 "(w")+0 /(w").0 "(w") par 0 /(w")+ 0 "(w") -
0 /(w).0 "(w") =6 /w)+6"w") + (-1).6 'w)B "(w") ; quant au
produit final, comme la sommation d'un mondme booléen vaut 2", ou n' est
le nombre de variables absentes, il devient 0 ¢(v).(2 - 8 1(¥)). ... .2 - 8 «(V))
= -1)"6 o(»).(0 1(v) + (-1)+ (-1)). ... .(O u(¥) + (-1) + (-1)) . On voit

facilement que le calcul se fait en la profondeur indiquée. Fin

Remarque 4. Dans le calcul de la duale inverse de fi(y) , nous n'avons
utilisé que la constante -1 en plus des constantes qui apparaisssent dans le
calcul de f(y) . On ne confondra pas le role des constantes figurant aux
entrées des circuits, qui sont des éléments de A , avec les constantes de
projection, qui sont nécessairement 0 ou 1 ; en effet, nous ne calculons pas
des polynomes, mais des fonctions d'arguments booléens, et nous considérons
comme équivalents deux circuits qui obtiennent le méme résultat quand on
donne des valeurs booléennes aux variables attachées a leurs entrées.

2.3. Effet des transformations sur la complexité
Théoréme 8. (i) Quel que soit l'anneau A, SPt(A)=Pt(A) si et seulement

si Pt(A) est close par transformation, si et seulement si Pt(A) est close par
dualite, si et seulement si Pt(A) est close par dualité inverse.

(ii) Si A est un anneau fini, SP(A) = P(A) si et seulement si P(A) est
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close par transformation, si et seulement si P(A) est close par dualite, si et
seulement si P(A) est close par dualité inverse.

Démonstration. Le calcul d'une transformée a partir de la formule du noyau
montre que SPt(A) est close par transformation : il en sera de méme de
Pt(A) si elle lui est égale. Réciproquement, si Pt(A) est close par dualité, le
Theéoreme 7 montre que SPt(A) = Pt(A) ; par ailleurs, Pt(A) est close par
dualité si et seulement si elle l'est par dualité inverse, puisque ces deux
transformations sont conjuguées par une transformation bénigne, qui ne fait
guere plus que doubler la profondeur des circuits. On démontre
semblablement la deuxiéme partie, sachant que, dans le cas ou A est fini,

SP(A) = SPt(A). Fin

Remarque 5. Comme le Théoréme 7 concerne la classe SPt(A), et non la
classe SP(A), la réduction parcimonieuse, c'est-a-dire la finitude de A , est
essentielle pour la démonstration de la deuxiéme partie de ce Théoréme 8.

Si A estun corps fini k, il y a une explication simple au role prépondérant
donné¢ a la dualite par le Théoreme 8 : elle engendre avec les transformations
bénignes le groupes des transformations tout entier. C'est une conséquence
du Théoreme 9, et de la phrase qui suit le Théoreme 10.

Théoréme 9. Si k est un corps fini différent de ¥; = Z/3Z et de Fs=
Z7/57 , le groupe des transformations bénignes est maximal dans GLy(k) :
toute transformation non-bénigne engendre avec les transformations
bénignes le groupe de toutes les transformation.

Démonstration. Nous travaillons dans la base canonique, ou le groupe B
des transformation bénignes se représente par les matrices inversibles
diagonales ou antidiagonales : ce sont les matrices inversibles qui ont deux
coefficients nuls.

Il est utile de déterminer la décomposition de GLi(k) en classe doubles
BmB , puisque deux matrices m et m' dans la méme classe double
engendrent avec B le méme sous-groupe de GL,(k) . Les opérations qui
préservent une classe double sont I'échange des lignes, I'échange des
colonnes, la multiplication d'une ligne par un coefficient non nul, et la
multiplication d'une colonne par un coefficient non nul ; on en déduit que
chaque matrice inversible non-bénigne se trouve dans la classe double d'une
matrice (1 1;1 a), a#1.

Si a =0, la classe double est formée des matrices qui ont un et un seul
coefficient nul, et contient la dualit¢ (I 0 ;1 1). Comme toute matrice
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inversible sans coefficients nuls est produit d'une matrice triangulaire
supérieure et d'une matrice triangulaire inférieure, chacun de ses points
engendre GL»(k) avec B.

Si a estdifférentde 1,de O etde -1, on peuttrouver x et y non nuls
telque (1 1;1 a)(x 0;0 y).(1 1;1 a) ne contienne qu'un seul zéro, et
on est ramen¢ au cas précedent.

Reste a traiter le cas ou a = - 1, qui ne peut se produire en caractéristique
deux ; les matrices de la classe double sont alors les matrices non-bénignes
de permanent nul, comme celle de la transformation de Fourier. Le produit
ci-dessus, lorsqu'on fait varier x et y , parcourt l'ensemble des matrices
symétriques. Les conditions pour qu'une telle matrice (u v ; v u) ne soit pas
dans cette classe double sont u#0, v#0, uv>#v*, u’#-v* ; elles sont
réalisables si on peut trouver un élément non nul qui ne soit pas racine
quatrieme de l'unité, ce qui est possible sauf dans les deux cas exceptionnels
signalés dans I'énoncé. Fin

Théoréme 10. Si k est un corps fini différent de F; et de Fs, SP(k) = P(k)
si et seulement si P(k) est close par une quelconque transformation non-
bénigne, et SP(k) = Pt(k) si et seulement si Pt(k) est close par une
quelconque transformation non-bénigne.

Démonstration. Si k est différent de F; et de Fs, et si T est une
transformation non-bénigne, la dualité s'exprime comme un produit d'au plus
cinq copies de T et de transformations bénignes, si bien que la cloture de
P(k) par T implique la cloture de P(k) par dualité ; il en est de méme pour
la classe Pt(k). Fin

Dans les deux cas exceptionnels, on vérifie aisément que les matrices
(1 1T;1 -1).(0 x;y 0).(1 1;1 -1) restent aussi dans la classe double, si
bien qu'on obtient un, et un seul, groupe intermeédiaire entre B et GLx(k) ,
celut qui est engendré par les transformations bénignes et la transformation
de Fourier. Cela conduit a la question suivante :

Probleme. Si k =F; ou k=F;, est-ce-que la transformée de Fourier a un
effet sur la complexité des fonctions vraiment moins désastreux que celui de
la dualité ?

Par contraste, dans le cas ou l'anneau A est celui des entiers relatifs, dont
les seuls inversibles sont 1 et -1, il n'y a que huit transformations
bénignes, et, par exemple, on ne voit pas comment comparer le pouvoir de
nuisance de la dualité a celui de son carré, bien qu'elle-méme et son carré
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soient conjugués par une transformation bénigne dans l'anneau Z[1/2] .

2.4. Changement de corps de base

Théoreme 11. Si k et k' sont deux corps finis de méme caractéristique,
P(k) = SP(k) si et seulement si P(k') = SP(k'), et Pt(k) = SP(k) si et
seulement si Pt(k') = SP(k") .

Démonstration. Nous supposons que k , de caractéristique p,a q = p*
¢léments, et nous considérons une suite fy(X) = 2 ypooicen En(X,u) de fonctions

dans SP(Z/pZ), ou la suite g, est calculée par une suite de circuits
arithmétiques de taille polynomiale a parameétres dans F, = Z/pZ : comme ce
dernier est un sous-corps de k , cette suite est dans P(k) , et la suite f, est
dans SP(k) . Si SP(k) = P(k) , cette suite est aussi dans P(k) , et calculable
par des petits circuits arithmétiques a parameétres dans k . Comme k est un
espace vectoriel de dimension d sur F,, on représente ses €léments par des
d-uplets a coordonnées dans F, pour remplacer ce calcul d'une fonction a
valeur dans k par celui de d fonctions a valeur dans F, , la premicre de ces
fonctions coordonnées étant f, . Autrement dit, SP(k) = P(k) implique que
SP(F,) = P(F,) .

Pour la réciproque, nous considérons une suite ¢ n(X) = Z ybooléen Y n(X,1)

dans SP(k) , et nous remplacons comme ci-dessus le calcul de y , par celui
d'un d-uplet de suites de fonctions dans P(Z/pZ) ; comme I'addition dans k
correspond a l'addition coordonnée par coordonnée des d-uplets représentant

ses ¢éléments, le calcul de ¢ , est alors simulé par celui de d suites dans
SP(Z/pZ) ; si ces derniéres sont dans P(Z/pZ), ¢ , estdans P(k).

La méme démonstration vaut pour la classe Pt grace a la parallélisation. Fin
Nous sommes donc amenés a considérer les différentes hypotheses P(Z/pZ)
= SP(Z/pZ) lorsque le nombre p varie. Il est clair que, par un simple
passage au quotient, I'égalit¢ P(Z) = SP(Z) implique P(Z/pZ) = SP(Z/pZ) ,

puisqu'un circuit artithmétique modulo p peut étre aussi considéré comme
un circuit arithmétique modulo 0 .

3. Intermede : variables parcourant un corps fini
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Dans cette courte et schématique section, nous considérons un corps fini k,
et des fonctions dont les variables comme les valeurs parcourent k ; les
sommations sont aussi étendues a k tout entier. Nous n'y trouverons pas de
classes de complexité vraiment nouvelles, mais seulement des familles plus
riches de transformations.

Si k est un corps fini de caractéristique p,a q=p" éléments, il est tentant
d'introduire des variables a valeurs dans k , et d'étendre les sommations a k
tout entier.

Comme toute fonction de k™ dans k s'écrit de manic¢re unique comme un
polyndme de degré au plus g-1 en chacune de ses variables, on pourra
définir leur complexité, et introduire la classe P'(k) des suites de fonctions
de complexité polynomiale, et SP'(k) des suites de fonctions de la forme f.(x)

=2 upk Z(xu),ou g, estdans P'(k) ; on introduira aussi les classes
P't(k) et SP't(k) , cette dernicre étant égale a SP'(k) par réduction
parcimonieuse.

On définira comme auparavant les transformations et leurs noyaux.

Il est facile de voir que les sommations sur {0, 1} simulent en douceur celles
sur k tout entier, et réciproquement ; par ailleurs, une représentation des
¢léments de k par des uplets booléens permet de montrer que les
improbables égalités P(k) = SP(k) et P'(k) = SP'(k) sont équivalentes. Pour
I'équivalence de Pt(k) = SPt(k) et SP't(k) = P't(k) , on passera par la
parallélisation des termes.

Nous ne gagnons donc rien en matiere de classes de complexité, mais nous
obtenons un groupe plus large de transformations, isomorphe a GL4(k), ce
qui nous permet d'offrir a la sagacité des chercheurs une famille a priori plus
riche de degrés de nocivite.

Les transformations bénignes sont celles dont la matrice, dans la base
canonique, a exactement un coefficient non nul dans chaque ligne et dans
chaque colonne. Pour définir I'exponentielle, il faut choisir une énumération
a , ... a1 de k, noter ci(y) la fonction caractéristique de {a;} , et poser
x' = co(y) + ci(y)x + ... + ci(y).x + ... + cqu(y).x?" . Le choix de cette
énumération introduit une part d'arbitraire dans la définition de la dualité
associée, mais deux de ces dualités sont conjuguées par une transformation

bénigne Ty ,ou O estune permutation de k.

Si k=7Z/pZ , 1l est naturel de choisir pour a; le reste de 1 modulo p, eton
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. . D . . . . . . .DD N , .
aura x'x'=x"7 si i+j<p,etsinon x'x'=x""  ou xOy désigne la

somme modulo p : puisque l'ordre du groupe additif de k est premier avec
celut de son groupe multiplicatif, il n'est pas question de caractere, ni de
transformée de Fourier.

On démontre de méme que SP'(k) = P'(k) équivaut a la cloture de P'(k) par
dualité, et que SPt'(k) = Pt'(k) équivaut a la cloture de Pt'(k) par dualité.

4. Sommations en chiffres et sommations en entiers

Nous travaillons maintenant en caractéristique nulle, c'est-a-dire avec des
entiers ; nous comparons deux manieres de faire, celle ou les calculs se font
directement dans l'anneau 7 , et celles ou les calculs se font en chiffres.
Nous examinons aussi l'incidence des calculs en caractéristique nulle sur les
calculs modulo p .

La comparaison des différentes hypotheses P(Z/pZ) = SP(Z/pZ) , que l'on
espere, bien sir, toutes fausses, est en fait un probléme a la fois désespérant
et bien connu, que d'habitude on formule autrement. On introduit la classe
#pP , également connue sous le nom de Mod(p) P , formée des suites f,(x)
de fonctions booléennes obtenues a partir d'une suite g.(x,u) dans P de la
maniere suivante : fi(x) = 0 si le nombre de solutions u de 1'équation
gn(x,u) = 1 est divisible par p, fi(x) =1 sinon ; on peut d'ailleurs définir
cette classe méme si p n'est pas un nombre premier. Apres avoir observeé que
savoir si le cardinal d'un ensemble est divisible par p permet en fait de
trouver son reste modulo p, en lui ajoutant un point, puis deux, ... puis p-1,
il est facile de voir que 1'égalit¢ #pP = P , qui concerne des classes de
fonctions booléennes, équivaut a I'égalit¢ SP(Z/pZ) = P(Z/pZ) , qui concerne
des classes de fonctions a valeur dans F, : ce n'est qu'un exercice de codage
binaire, que nous abandonnons a notre lecteur.

Comme nous l'avons observé dans la Remarque 3, la simulation de la somme
et du produit de F,=7Z/2Z par x +y-2.xy et Xy donne une grande solidité
aux classes P(Z/pZ) : elles se réduisent a la classe P = P(F,) grace a un
codage booléen evident. Par contre, il n'existe aucune méthode de simulation
des sommations modulo deux par des sommations dans une autre
caractéristique, ce qui fragilise les classes SP : il n'y a aucune raison
¢vidente, ni aucune raison connue, pour que les classes #pP soient égales.

Pour définir la classe #P , introduite dans [Valiant 1979], qui est plus
puissante que toutes les #pP , le mieux est d'introduire des multifonctions et
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des multicircuits. Une multifonction booléenne est par définition une
application de {0, 1}™ dans {0, 1}", o0 m et n sont deux entiers, soit
encore la donnée d'un n-uplet de fonctions booléennes en m variables. Nous
¢tendons la définition de la classe P aux multifonctions : ce sont les suites de
multifonctions booléennes calculées par des multicircuits - définis comme les
circuits, mais pouvant posséder plusieurs sorties - arithmétiques modulo deux
de complexité polynomiale. En introduisant n nouvelles variables yi, ... ya,
on peut assimiler une multifonction a n sorties a la fonction de complexité
voisine ¢ (x,y) = yi.fi(x) + ... + yu.fu(x) , si bien que les multifonctions
n'apportent rien de vraiment nouveau du point de vue algorithmique

La classe #P est formée des suites f,(x) de multifonctions donnant les
chiffres en base deux du nombre de solutions booléennes de I'équation
gx(x,u) = 1, ou la suite de fonctions g, est dans P .

La valeur d'une multifonction g(x,u) représente si I'on veut un nombre entier
donné en chiffres, ce qui permet de considérer la multifonction 2 ch, g(x,u)
de la somme de ces nombres donnée en chiffres. On voit que 1'égalité¢ #P =P
signifie que la classe P est close pour la sommation en chiffres : il suffit de
compter le nombre de fois ou chacun des chiffres vaut 1, puis de faire
l'addition.

Cette improbable égalit¢ #P =P implique bien siir chacune des #pP =P .

Supposons, en vue d'une tentative réciproque désespérée, que #2P =P ; soit
N(x) le nombre de solutions de 1'équation g,(x,u) =1 ; le premier chiffre de
N(x) s'obtient en additionnant modulo 2 les gi(x,u) ; pour avoir le
deuxiéme chiffre, on divise par deux la famille des u tels que gi(x,u) =1 en
considérant la fonction ( Z y ¢ (Wy). g(X,v) ) . g(x,u) , ou ¢ (u,v) estla
fonction facilement calculable qui vaut 1 si le nombre entier représenté par
v est inférieur a celui représenté par u, et 0 sinon ; en sommant modulo
deux cette fonction, on obtient le deuxieme chiffre de N(x) . Si donc #2P =
P, nous obtenons en temps polynomial les deux premiers chiffres de N(x) ;
et si nous itérons le procédé un nombre a de fois fixé, on obtient les a
premiers chiffres de N(x) au prix de 2.a+ 1 sommations modulo deux, et
d'une petite augmentation du nombre d'opérations arithmétiques. Nous
voyons donc que #2P = P implique #2°P = P . On voit de méme, en

développant les entiers en base n, que #nP =P implique #n'P=P.
Si on ajoute a cela que, si n divise m et si on sait compter modulo m , alors

on sait compter modulo n, et aussi que si m et n sont premier entre eux,
savoir compter modulo m.n revient a savoir compter modulo m et modulo
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n , on parvient au résultat suivant, que nous énoncons comme un fait et non
comme un théoréme car nous n'osons croire qu'il soit original, bien que nous
n'en connaissions pas de référence :

Fait. #nP =P si et seulement si #piP =P pour chaque diviseur premier pi
de n ; autrement dit SP(Z/nZ) = P(Z/nZ) si et seulement si SP(Z/piZ) =
P(Z/piZ) pour chaque diviseur premier p; de n .

Une classe de complexité célebre entre toutes est la classe NP , formée des
suites f,(x) de fonctions booléennes obtenues de la manicre suivante a partir
d'une suite gi.(x,u) dans P : fy(x) =1 siI'équation g.(x,u) =1 a des
solutions (booléennes !), f.(x) = 0 sinon. Si on sait compter le nombre de
solutions d'une équation, on sait encore mieux déterminer s'il en existe ou
pas, si bien que #P =P implique NP =P ; on ne connait pas de rapports
entre les hypothéses #pP =P et NP=P.

Le théoréme suivant et dernier établit une équivalence entre une hypothése
(#P = P ) qui concerne des classes de complexité booléennes, et une
hypothese portant sur des calculs dans l'anneau Z .

Théoreme 12. #P =P équivaut a SPt(Z) U P(Z) .

Démonstration. Supposons que #P = P, et considérons une suite de termes
ta(x,u) dans Pt(Z) ; comme un terme ne produit que des entiers simplement
exponentiels, on peut représenter le calcul qu'il fait par un multicircuit
booléen de complexité polynomiale qui fait ce calcul en chiffres. Par
hypothese, on peut faire une sommation en chiffres sans exploser, si bien que
les chiffres de X ybooicen ta(X,1) sont donnés par un multicircuit booléen f,(x)
de complexité polynomiale, lequel se simule par un multicircuit gn.(x) en
caractéristique nulle ; il ne reste plus qu'a multiplier ces chiffres par les
puissances de 2 qui leur sont affectées, et a les sommer, ce qui fait un calcul
dans P(Z).

Supposons réciproquement que SPt(Z) U P(Z), et considérons une suite de
fonctions booléennes fy(x,u) dans P ; pour ce qui est de compter le nombre
de solutions de f,(x,u) = 1, la réduction parcimonieuse nous rameéne au cas
ou elles sont calculées par des termes de profondeur logarithmique. Soit
ta(x,u) leur simulation dans Pt(Z) ; par hypothése, 2 ybooiken ta(X,1) s€
calcule par une suite de circuits g.(x) dans P(Z) ; ces circuits peuvent
produire des nombres doublement exponentiels, mais comme le résultat est
simplement exponentiel, il suffit pour l'obtenir de reproduire leurs calculs
modulo 2, ou c, est polynomialement borné, ce qui permet un calcul en
chiffres, c'est-a-dire booléen, de complexité polynomiale. Fin
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La seule fagon structurelle de borner polynomialement le degré des
polynomes et la taille de leur coefficients, c'est d'éviter les cascades
incontrolées de multiplications en contraignant les circuits arithmétiques a
étre multiplicativement disjoints, comme 1'a montré [Malod 2003] (voir aussi
[MP 2006] et [MP 2008]). Dans un circuit multiplicativement disjoint,
chaque porte de multiplication recoit ses deux fleches de sous-circuits
disjoints, alors que dans un terme les portes d'addition ont aussi cette
propriét€¢ ; on ne sait pas séparer Pmd(Z) de Pt(Z) ; en présence de
sommations, ces circuits multiplicativement disjoints sont €quivalents aux
termes, ce qui signifie que SPmd(Z) = SPt(Z) , si bien que I'hypothése
SPmd(Z) = Pmd(Z) implique l'inclusion de SPt(Z) dans P(Z) . On montre,
de la méme facon que le Théoréme 8, que SPmd(Z) = Pmd(Z) équivaut a la
cloture de Pmd(Z) par dualité.

Les hypotheéses SP(Z) = P(Z) et SPmd(Z) = Pmd(Z) paraissent aussi peu
vraisemblables I'une que l'autre, et pourtant leurs rapports sont enveloppés de
mystere ; en particulier il n'est pas clair que la premiére implique la seconde,
(voir [Malod 2003], [Poizat 2008]).

Remarque 6. Si une suite de fonctions booléennes est dans Pmd(Z) , un
simple passage au quotient modulo deux la met dans la classe Pmd des
suites de fonctions booléennes calculées par des circuits arithmétiques
modulo deux multiplicativement disjoints et de complexité polynomialement
bornée ; la réciproque n’a rien de certain, car la simulation de 1’addition
modulo deux utilise une multiplication, et ne conserve pas la notion de circuit
multiplicativement disjoint. On n’a pas ce probleme avec les termes, grace a
la parallélisation.

Remarque 7. Malgré la fragilité de la classe Pmd , le Théoréme 11 vaut
pour I'égalit¢ SPmd(k) = Pmd(k) , puisque la simulation de la multiplication
des ¢léments de k' par des d-uplets d'éléments de k préserve la notion de
circuit multiplicativement disjoint. Comme SPmd(A) = SPt(A) quel que soit
I'anneau A , le Théoréme 8 (1) est valable aussi pour la classe Pmd(A) ; le
Théoreme 10 s'adapte pareillement, une fois qu'on a remarqué que les
transformations bénignes n'ajoutent aux circuits qu'un nombre modéré de
multiplications disjointes.

Nous contemplons finalement le paysage suivant : SP(Z) = P(Z) comme

SPmd(Z) = Pmd(Z) impliquent SPt(Z) U P(Z) , qui équivaut a #P =P ,
laquelle implique a son tour chacune des #pP =P , ainsi que NP =P .
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5. Comparaison avec les résultats de Malod sur les classes de
Valiant

En conclusion, nous comparons nos résultats a leur source d'inspiration, les
travaux de Guillaume Malod sur les rapports entre la complexité d'un
polynome et celle de la fonction qui exprime ses coefficients.

En fait, P(Z), SP(Z), Pt(Z), Pmd(Z), SPmd(Z) = SPt(Z) sont les parties
numériques respectives de VPdl, VNPdl, VPt, VPmd, VNPmd = VNPt ,
selon les notations de [Poizat 2008] ; ce sont des classes de complexité
formées de suites de polynomes a coefficients entiers relatifs. En
conséquence les égalites VNPdl = VPdl, VNPmd = VPmd et VNPt= VPt,
qui sont au coeur de 1'étude des classes de complexité selon Valiant,
impliquent leurs restrictions respectives aux fonctions numériques SP(Z) =
P(Z), SPmd(Z) =Pmd(Z) et SPt(Z)=Pt(Z).

La cloture des classes SP(Z/pZ) = SPt(Z/pZ) par dualité peut étre vue
comme une conséquence de la cloture de la classe VNPmd par fonction-
coefficient, établie dans [Malod 2003] ; c'est une méthode compliquée pour
¢tablir un fait évident, puiqu'il faut faire des regroupements de mondémes pour
obtenir les coefficients du polyndme canonique, mais je la mentionne ici
parce que la considération de cette cloture a éte le point de départ du présent
article.

Une autre de ses sources d'inspiration, c'est le résultat de Malod affirmant que
VNPmd = VPmd équivaut a ’hypothése suivante : une suite de polynomes
est dans VPmd si et seulement si la suite de ses fonctions-coefficient est
dans VPmd, c’est-a-dire dans Pmd(Z) .

Pour le démontrer, Malod utilise un analogue du célébre résultat de Leslie
Valiant sur la complétude du permanent. Rappelons qu'on appelle permanent

de taille n le polyndme a coefficients entiers, en n? variables,

Peru(..., Xij, ...) = 2 ¢ X1,061.X2,62- ... -Xnon , la sommation étant étendue a
toutes les permutations O de l'ensemble {1, 2, ... n} ; sa définition
ressemble a celle du déterminant, la différence étant qu'on n'affecte pas ses
monomes d'un signe dépendant de la parité des permutations. Il a la propriété
de complétude suivante : si g(x,u) est un polyndome a coefficient rationnels,
calculé par un terme arithmétique de complexit¢ c¢ ayant a ses entrées des
variables ou des constantes rationnelles, le polynome 2 , g(x,u) s'obtient
comme projection d'un permanent de taille polynomiale en c¢ . Dans ce
résultat, la constante 1/2 joue un role essentiel dans les projections, ce qui
n'est pas surprenant puisque le permanent, étant alors égal au déterminant, est
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facile a calculer en caractéristique deux.

Pour avoir un résultat semblable avec des polyndmes a coefficients entiers, et
des projections qui n'utilisent que 0 et 1, ce qui permet de passer au
quotient modulo p , et en particulier modulo deux, on utilise un autre
polynome, le hamiltonien, défini comme le permanent, a ceci prés que la
sommation est restreinte aux permutations circulaires (voir [Biirgisser 2000],
[Malod 2003]). Le hamiltonien a une fonction-coefficient trés simple, dans
VPmd ; si on fait I’hypothese que cela implique que la suite des hamiltoniens
est dans VPmd , et alors tout élément de VNPmd est également dans
VPmd . Appelons hamiltonienne la fonction booléenne dont le polynome
canonique est le hamiltonien ; nous aurions pu montrer notre Théoréme 5 en
utilisant la complétude de cette fonction pour la classe SPt(F>) .

Nous avons préféré une démonstration passant par notre Théoréme 4, qui
¢vite de se casser la téte a construire des polyndmes universels, et qui fournit
directement des fonctions-coefficients calculées par des termes de complexité
polynomiale, ce qui permet de l'utiliser pour les classes de complexité
termiques. Comme la démonstration du Théoreme 7 s'adapte mot-a-mot pour
montrer que toute suite dans VNPmd = VNPt est projection d’une suite de
polynomes dont la suite de fonctions-coefficients est dans VPt , c’est-a-dire
dans Pt(Z), il est ainsi possible de montrer le résultat de Malod, ainsi que sa
version termique, sans utiliser le hamiltonien, ce qui, d'aprés nous, éclaire
d'avantage sa démonstration.

Rappelons qu'on ne sait pas si la classe VNPdl est close par fonction-
coefficient, mais que [Malod 2003] a démontré qu'il en était ainsi de la classe
VNPAI(Z/pZ) , sa consoeur en caractéristique p . Il en a déduit I'équivalence
des hypothéses VNPAI(Z/pZ) = VNPAI(Z/pZ) et VNPmd(Z/pZ) = VPmd(Z/

pZ) .

Remarque 8. Il devrait étre possible de développer une théorie des
transformations pour les suites de polyndmes, ou de fonctions-polynomes.
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1 Introduction

In this paper we present a method for developing correct programs for exact real numbers based on
proof theoretic methods. The basic idea in general is to extract from a formal constructive proof of a
specification a realisation of it, in the technical sense of a realisability interpretation. The reason why we
believe that this method is worth pursuing is the fact that it offers a path to provably correct programs
requiring — contrary to common belief — less effort than traditional methods based on verification. Our
case studies on exact real number computation seem to confirm this. In addition they provide an approach
to computability on real numbers which can easily be generalised to other abstract structures.

1.1 Algorithms for exact real numbers

We study real numbers in signed digit representation, see for instance [CDG06,EH02,GNSW07,MREO07].
Let for a real number r € [—1,1] and an infinite stream a = ag, a1, az, ... of digits a; € {—1,0,1} the
predicate R(r,a) denote that the real number r has stream representation a:

- 1
R(r,a) < r:Zai-ﬁ. (1)
=0

For instance, the number % has the stream representations: 100000..., 0111111..., 101-1-1—-1-1...,
etc.; hence representations are highly redundant. Our work is concerned with computation on real num-
bers, in particular with efficiently obtaining algorithms for them. A simple but instructive example is
the average of two real numbers which we will consider in section 3. (The reader is encouraged to find
such an algorithm on streams herself.)

In general, in order to provide a certified implementation of a, say binary, function f on exact real
numbers we need to perform the following two tasks:

1. Specify and implement a corresponding operation f’ on streams.
2. Show correctness:

Vr,s,a,b. R(r,a) — R(s,b) — R(f(r,s), f'(a,b)). (2)

Examples for implementations of such operations f’ were given in [Plu98]. A formal verification of these
algorithms, that is, the completion of task 2 above, was done in [BHOS8| using coinductive reasoning,
where the relation R (see (1)) was characterised coinductively by the rule:

R(r,a) — |r|<1 A R(2r — ag, taila). (3)

As indicated by the two tasks, this approach as well as the work of other researchers working in ver-
ification of exact real number algorithms have in common that the algorithms are first specified and
implemented, and then verified. Moreover, the underlying system has to formalise both, the abstract real
numbers together with their representations, as well as the algorithms performing computations on these
representations.

1.2 Our approach

Here we deviate from the traditional specify-implement-verify method. We obtain the algorithms (to-
gether with correctness certificates) via an application of a well-known method in proof theory, realisabil-
ity, i.e. extraction from formal proofs. In the example of exact real number computation this is achieved
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by changing the binary predicate R (which relates real numbers and streams) to an unary predicate Cq
on real numbers, coinductively defined by:

Co(r) — [r[<1 A Fdeg—1,0,13- Co(2r —d). (4)

Intuitively, the formula Cy(r) expresses that the real number r has a signed digit representation. Instead
of our two tasks above we now only need to perform one task, i.e. to give a (constructive) proof of the
simpler formula

Co(r) A Co(s) = Co(f(r,5)). (5)

On the program level the definition of Cqy yields a stream. (Informal explanation: According to the
coinductive definition a realiser of Co(r) corresponds to one digit d in front of some realiser of Cq(2r —d);
therefore this process leads to an infinite stream.) Overall, a proof of (5) corresponds to a program taking
two streams as input and performing the desired operation on streams. That is, in general, we only have to
reason about abstract real numbers such as in (5); their representation and the corresponding algorithms,
as well as a formal correctness proof, are obtained automatically via the extraction process.

2 Program extraction from inductive and coinductive proofs

The program extraction method for proofs in a standard system, such as Heyting arithmetic in finite
types, is based on Kreisel’s modified realisability [Kre59] and well understood, see e.g. [BBST98] as a
reference. The main effort consists now in allowing also coinductive reasoning and extending the program
extraction process to coinduction. Program extraction for formal systems including coinduction has
been studied in [Tat98] and [MPO05]. We present an alternative treatment of realisability for coinductive
definitions which has the advantage that it allows for nesting of inductive and coinductive definitions
and extracts realisers that directly correspond to programs in a lazy functional programming language.
In this extended abstract we only present a brief sketch of the method; for more details we refer to
[BS10,BL10].

2.1 Induction and Coinduction

We treat induction and coinduction as least and greatest fixed points (u®, v® respectively) of a strictly
positive, and hence monotone, operator ¢ : P(U) — P(U), where U is a set and P(U) is the powerset of
U. We have the axioms:

Closure &(u®) C ud Induction &(Q)C Q — ud C Q
Coclosure v C P(vP) Coinduction Q@ C $(Q) — Q C vd

The main task in the following will be to give appropriate realisers for these axioms.

2.2 The term language for the extracted programs

The output of the extraction process will be terms in a A-calculus with constructors and pattern matching
and (ML-)polymorphic recursive types. We let e range over type variables.

Typedp,cu=al|l|p4+o|pxo|p—o|fixa.p

In the definition of terms we let x range over term variables and C' over constructors. It is always assumed
that a constructor is applied to the correct number of arguments as determined by its arity. In fact, we
will only use the constructors Nil (nullary), Left, Right (unary), Pair (binary), and Ingxq., (unary) for
every fixed point type fixa. p.

Term > M, N == x| C(M) | case M of {C1(x1) = N1; ...; Cp(xn) = Ny} | XM | (M N) | recaz. M

In a pattern C;(x;) of a case-term all variables in &; must be different. The term rec « . M models recursion
(e.g. in Haskell it would be let {x = M} in x). One can define a typing relation I" - M : p which is
ML-polymorphic: if - M : p(a), then = M : p(o), for arbitrary types o. The types of the constructors
are Nil : 1, Left : p — p+0, Right : 0 — p+0, Pair: p — 0 — px o, and Ingco ., : p(fixa. p) — fixa. p.
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2.3 The extraction process

The first step in program extraction is to assign to every formula A a type 7(A), the type of potential
realisers of A. If the formula A contains neither predicate variables nor the logical connective V (dis-
junction), then we call it “non-computational” and set 7(A) = 1 (:= {Nil}). For non-computational
A we set T(AAB) = 7(A — B) = 7(B). In all other cases we define 7(X(¢)) = ax (a type vari-
able assigned to the predicate variable X), 7(A A B) = 7(A) x 7(B), 7(AV B) = 7(A) 4+ 7(B),
T(A — B) = 7(A) — 7(B), T1(Vz A) = 7(3x A) = 7(A). For inductive and coinductive definitions
we set T(u@(t)) = 7(vd(t)) = fixax . 7(A4) if &(X) ={x | A}.

The next step is to define for every formula A and every program term M of type 7(A) what it means
for M to realise A, formally M r A. The definition is straightforward (by recursion on the build-up
of A) and as expected. We only comment on non-computational and quantified formulas. For a non-
computational formula A we set Mr A := (M = Nil) A A, and for quantifiers we have MrVz A :=
Ve (MrA) and Mr3z A := 3z (MrA). We see that quantifiers and the quantified variable, although
ignored by the program M and its type, of course do play a role in the definition of realisability, i.e. the
specification of the program.

Finally, we sketch how to extract from a proof of a formula A a program term M realising A. Assuming
the proof is given in a natural deduction system the extraction process is straightforward and follows
in most cases the usual pattern of the Curry-Howard correspondence. Only quantifier rules and axioms
deserve special attention. As to be expected, quantifier rules are largely ignored. For example, in the
rules for the universal quantifier the extracted programs of the conclusion are identical to those of the
respective premises. Any non-computational axiom has the trivial program Nil as extracted program.

This leads us to realisers for induction and coinduction. The extracted programs of closure, @(u®) C
p®, and induction, (P(X) C X) = &(u®) C X, are ingyq . := Az.Ingy . p(2) and

itfixa., = As.rec f. Az.casex of {Ingxa . ,(y) — s(map,,fy)} : p(fixa.p) — fixa.p

where it is assumed that 7(¢(X)) = p(a). The term map,, , has type (o — 3) — p(a) — p(3) and can be
defined by induction on p(«a). For coclosure, v® C &(vP), and coinduction, (X C (X)) = X C &(vd),
the extracted programs are outgy ., := Az.casez of {Infyx o ,(y) — y} and

coitfix o . p = As.rec f. Az.Ingix o p(map, ,f (s7)) : (a — p(a)) — a — fixa.p
The Soundness Theorem, stating that the program extracted from a proof does indeed realise the proven

formula, is shown in [BS10].

3 Extracting the average function

We apply the theory described in the previous section to obtain a provably correct program that imple-
ments the average function on streams. Let SD := {—1,0,1} and I := [-1,1] C R. Then Cy := v is the
greatest fixed point of the operator @ : P(I) — P(I)

r+d
2

H(X):={ |deSD,z e X}.

(Obviously, the definition of Cy is equivalent to definition (4) given in section 1.) The coclosure axiom says
that Cq is coclosed: Cy C ®(Cy), and the coinduction principle says that Cy contains every @-coclosed
set: If X C @(X), then X C C,.

Lemma 1. If z,y € Cy, then % € Cyp.

Proof. Set X := {% | z,y € Cp}. We have to show X C Cy. A first attempt to directly use coinduction
and show X C ¢(X) turns out to be difficult (try it!). It is easier to define

T+y+1

Y :={ 4

| z,y € Cp,i € SDa}

where SDy := {-2,-1,0,1,2} and prove
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i) XCY.
ii) Y C @(Y) (hence Y C Cy, by coinduction).
Proof of i) Let x,y € Cy. We have to show z := % € Y. By the coclosure axiom, z = “’/;d, Y= y/;e,
o'ty tdte oy
1 .

for some d,e € SD and z’,y’ € Cy. Hence z =

Proof of ii) Let x,y € Cg and i € SDy. We have to show z := %W € ¢(Y). By coclosure, z = "’”éd/,
Yy = #, for some d’, e’ € SD and z/,y’ € Cy. Hence z = W. We must find d € SD and
Z € Y such that z = E—;d. By the definition of Y this means that we must find z,y € Cy and j € SDs
such that z = %, ie z = W. Choosing 7 := z’ and ¢ := y’ this leaves us with the equation
d + €' + 2i = j + 4d which is clearly solvable with suitable d € SD and j € SDs.

From this proof we extract the following program average (written in Haskell syntax). average takes
two infinite streams and first reads the first digits d and e on both of them; this corresponds to the proof
of claim i). The functional aux recursively calls itself; this corresponds to the use of the coinduction
principle with coiteration as realiser. The remainder of the program links to the computational content
of claim ii) in an obvious way.

type SD = Int -- -1, 0, 1 only
type SDS = [SD] -- infinite streams only
type SD2 = Int -- -2, -1, 0, 1, 2 only

average :: SDS -> SDS -> SDS
average (d:ds) (e:es) = aux (d+e) ds es where

aux :: SD2 -> SDS -> SDS-> SDS
aux i (d’:ds) (e’:es) = d : aux j ds es where

k = d’+e’+2xi

d| abs k<=2 =0
| kK > 2 =1
| otherwise = -1

j = k-4%d
As a test we run the extracted program with inputs [1,0,1]++[0,0..]= g and [1,1]++[0,0..] = %.

The Haskell function take 10 displays 10 digits from the result stream. We obtain as a result: %4—%— %
11
T6 .

Main> take 10 (average ([1,0,1]1++[0,0..]) ([1,1]1++[0,0..]1))
[1)1,0’_1,010)030’0301

4 Conclusion and further work

Using the extraction of the average function as an example, we have demonstrated that program extrac-
tion from formal proofs provides an efficient way for obtaining algorithms for real valued data.

For the efficiency of the method it is crucial that the extraction process is fully automated. The stan-
dard program extraction process is implemented in the interactive proof assistant MINLOG [BBS*98,Sch06].
MINLOG (www.minlog-system.de) is based on first order natural deduction, extended by inductive data
types and inductive predicates, and allows for program extraction from both constructive and classi-
cal proofs. The extension of MINLOG’s extraction mechanism with respect to coinductive definitions is
ongoing work together with Munich University.

With similar proofs one can show that Cy is closed under multiplication and, more generally, under any
uniformly continuous function. In recent work, Cy has been generalised to predicates C,, characterising
the uniformly continuous functions of n arguments by an interleaved inductive/coinductive definition
[Ber09]. Based on these definitions we are currently developing new algorithms for uniformly continuous
real functions, for example integration.
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Abstract. We compare complexity questions over the reals with their corresponding versions
over the complex numbers. We argue in particular that the problem of deciding membership to a
subspace arrangement is strictly harder over C than over R. There exist decision trees of polynomial
depth over R deciding this problem, whereas certain complex arrangements have no polynomial
depth decision trees. This follows from a new lower bound for the decision complexity of a complex
algebraic set X in terms of the sum of its (compactly supported) Betti numbers b.(X), which is
for the first time better than logarithmic in b.(X). On the other hand, the existential theory over
R is strictly harder than that over C. This follows from the observation that the former cannot be
solved by a complex BSS-machine.

1 Introduction

1.1 Membership to Subspace Arrangements

This paper consists of two settings, in which we compare the complexity of certain algorithmic problems
over the real numbers with that over the complex numbers. In the first setting we study the problem
of testing membership of a point to an arrangement of affine linear subspaces of k™, where k is either
R or C. A famous example of such a problem is the knapsack problem, which is an arrangement of 2"
hyperplanes in k™. Meyer auf der Heide [MadH84] proved that one can solve the knapsack problem over
R by linear decision trees of polynomial depth. This result is generalized in [Cla87,Mei93] to arbitrary
subspace arrangements. More precisely, it is proved that one can decide membership to an arrangement
of m subspaces of R” by a linear decision tree of depth polynomial in nlogm (see also [BCS97, §3.4]).

Tt is easy to see by a generic path argument that such a result over C is impossible [BCSS98,K0i94].
We provide a second proof for this fact by proving a general lower bound for the decision tree
complexity of a complex algebraic set X in terms of its (compactly supported) Betti numbers.
There is a tradition of lower bounds for the decision complexity in terms of topological invari-
ants [BO83,BLY92,Ya092,BO94,Ya094,LRI6], see also the survey [Biir01]. All known lower bounds are
logarithmic. For instance, the result of [Yao94] bounds the complexity of X by 2(log b.(X)), where b.(X)
denotes the sum of the (compactly supported) Betti numbers of X. Our bound is the first non-logarithmic
one. In particular, we prove that the decision tree complexity of an algebraic set X in C" is bounded
below by (b.(X) /m)Q(%), where m denotes the number of irreducible components of X. Although this
looks like a big improvement, it yields better lower bounds only for quite large Betti numbers. Note that
we need b.(X) to be at least of order 278" " for some & > 0 to have b(X)# larger than logb.(X). So
for instance, our result yields worse lower bounds than Yao’s for the element distinctness and k-equality
problems. Examples of varieties on which our lower bound performs better are generic hyperplane ar-
rangements or cartesian products of those. We are currently looking for more natural computational
problems, where this is the case.

1.2 Existential Theory

The second part of the paper is motivated by the following question. Consider a system
fle,...,fT:O, fiER[Xl,...,Xn], (1)

of real polynomial equations. We compare the following two problems:
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FEASg: Given f1,..., f., decide whether (1) has a real solution = € R™.

HNc: Given f1,..., fr, decide whether (1) has a complez solution z € C™.

It is proved in [BSS89] that FEASg is complete for the class NP of languages decidable nondeter-
ministically in polynomial time in the BSS-model over R. The second problem HN¢ is the restriction
to the reals of the NPc-complete problem called Hilbert Nullstellensatz. The reductions used in these
completeness-statements are polynomial time reductions in the BSS-model over R resp. C.

A simple observation is that HN¢ reduces (over the reals) to FEASg by replacing the n complex
variables by 2n real ones and separating the real and complex parts of the equations. Conversely, one
might ask whether one can reduce FEASg to HN¢. We will answer this question negatively. More precisely,
there is no (in fact not only polynomial time) reduction from FEASg to HNg in the BSS-model over R
without order. The question remains open whether there is one using the order.

2 A Lower Bound over C

An algebraic decision tree of degree d over C is a rooted binary tree, whose inner nodes (branching nodes)
are labeled with polynomials in C[X1,...,X,] of degree at most d, and whose leaves are labeled with
either "yes” or "no”. The tree encodes a program that on input (z1,...,2,) € C™ parses the tree from
the root to some leaf by testing at each branching node labeled with f, whether f(x) = 0, and continuing
to the left or right according to the outcome of the test. The program answers the label of the leaf it
reaches. Algebraic decision trees over R are defined analogously by testing f < 0.

For lower complexity bounds one needs invariants which are subadditive. We use the compactly
supported Betti numbers (or equivalently, Borel-Moore Betti numbers). These are defined for a locally
closed semialgebraic set X via the cohomology with compact support [Biir01]. We denote by b.(X) the
sum of all compactly supported Betti numbers of X. Our result is based on the fundamental Oleinik-
Petrovski/Milnor/Thom-Bound. The following is a version for the compactly supported Betti-numbers
which is proved in [Biir01].

Theorem 1. Let X = {f; =0,..., f. =0} CR" be an algebraic set defined by the real polynomials f;
of degree at most d. Then b.(X) < d(2d —1)™.

We need it for locally closed sets over the complex numbers.

Corollary 1. Let X be the locally closed subset of C™ defined by f1 =0,...,f, =0,91 #0,...,9s # 0,
where s > 1 and f;,g; € C[X1,...,X,] have degree at most d. Then b.(X) < (sd 4+ 1)(2sd 4+ 1)?"+2.

For a constructible set X C C™ the degree d decision complexity Cy(X) is the minimal depth of a
degree d algebraic decision tree deciding X. Denote by #ic(X) the number of irreducible components of
X.

Theorem 2. Let X C C™ be a closed algebraic set. Then
1
1 be(X) 3 Ft
Co(X) > — .
X) 2 77 <#ic(X)

In the following we sketch the proof of this theorem. Its beginning is analogous to the proof of Yao’s
lower bound. Let T" be a degreee d decision tree of depth k deciding X. For a leave v denote by D, its leaf
set consisting of those z € C™ following the path of T' to the leaf v. We clearly have the decomposition
X =, ey Dv, where I = {yes-leaves of T'}. Furthermore, each leaf set can be written as

DV:{fl:07"'7fT:07.gl#Ov"'vgs#0}7 where degfia degglgd (2)

Note that s < k — 1 if X # C". Using the subadditivity and Corollary 1 we conclude

be(X) <) be(Dy) < |V |kd(2kd)>™ 2. (3)
vel

Yao now bounds |T| by the number of all leaves, which is in our case at most 2¥. The new idea is to
improve this to a polynomial bound in k.
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First note that each irreducible component Z of X must be contained in a unique E,,( 7). We set
Iy == {v(Z)| Z component of X} and X; := U, enp, D,. Then X; is a lowerdimensional subvariety of
X, and each component Z of X is contained in a unique D, (7). We set I := I; U{v(Z) | Z component of
X1} and X5 = UueT\12 D,,. Continuing this way we get sequences of subvarieties X = Xo 2 X; D --- D
Xm 2 X1 =0and subsets 0 =1y CI; C--- C I, C I, =7, where m = dim X. By construction
we have [I;[ < 37, #ic(X;), hence we are left with the task to bound #ic(X;) or deg X;. Using (2) and
Bézout’s Theorem we prove deg X; < deg X (kd)" and conclude |T'| < Y, #ic(X;) < deg X >, (kd)" <
2deg X (kd)™. Bounding deg X < #ic(X)d"™, plugging this into (3) and solving for k yields our Theorem.

In order to bound the Betti numbers of subspace arrangements, we collect some well-known facts.
We write b(X) for the sum of the singular Betti numbers of a space X. Let X = J; A; € R™ be a real
subspace arrangement. Its complezification is defined to be X© := U, A%, where AY C C" is defined by
the same equations as A;. Since the sum of the Betti numbers of the complement of an arrangement
depends only on its intersection semilattice, we have b(R™\ X) = b(C™\ X©) [Bj692, §8.3]. Furthermore,
Alexander duality in R™ resp. its Alexandrov compactification S™ = R™U{oc} implies that for any closed
subset X C R™ we have b.(X) = b(R™ \ X).

With these facts it follows from [BCS97, Lemma (11.10)] that b.(Dist,) > n!, where Dist, =
Ui<;j{zi = z;} is the element-distinctness problem. Yao’s bound shows Cy(Dist,) > £2(nlogn), whereas
Theorem 2 only implies Cy(Dist,,) > £2(/n). For the knapsack problem KN, = Jrc {>,c; =1}, The-
orem 2 together with [BCS97, Lemma (11.14)] yields C3(KN,,) > 2(™) now better than Yao’s quadratic
bound. However, a simple generic-path argument implies Cyq(X) > 7 for a hyperplane arrangement X
with m hyperplanes, which also shows the single exponential lower bound for the knapsack problem.

The generic-path arguement does not apply to arrangements of higher codimension. To get such
a subspace arrangement with sufficiently large Betti numbers, one can take KNTQL C C?", which
has codimension 2. Using the Kiinneth-Theorem one can show b.(X x Y) > b.(X) + b.(Y), hence
Theorem 2 implies Cd(KNi) > 277 However, this lower bound may also be derivable by re-
ducing to the knapsack problem. An interesting problem for our bound would be the following:
{(X,b) e C"*™ x C"|Je € {0,1}" Xe = b}. Unfortunatley, at present we don’t know a bound for the
Betti numbers of this arrangement.

3 Real Parts

For a complexity class C of languages in C* define its real part as RP(C) := {ANR> | A € C}.
Proposition 1. We have RP(P¢) = Py and RP(NF:) C NP, = NPg.

This proposition is proved as follows. One sees RP(P¢) C Py by simulating a complex machine by a
real =-machine. For the reverse inclusion, view a real =-machine as a complex machine and ensure by
clocking a polynomial running time on all complex inputs. The second inclusion of Proposition 1 follows
from the first. Finally, NPr = NPy follows from the observation that FEASg is NPr-complete also for
polynomial =-reductions, and NPy is closed under those.

We call a subset S C R"™ constructible, iff S can be defined by a quantifier-free first-order formula
whose atoms are of the form f = 0 or f # 0 with a polynomial f. We need the following result of [CR93].

Theorem 3. If A CR™ is decidable by a =-machine, then ANR"™ is constructible for all n € N.

Observe that FEASg is not decidable, since {(a,b,c) € R3|b* — 4ac > 0} is not constructible. Theo-
rem 3 implies

Theorem 4. We have RP(Pc) C RP(NF:) C NPy .

Note that for this separation one can also use the language {z1 > 0}. It also follows from [MMD83].
To answer the question of the introduction, we remark that there can be no polynomial time =-reduction
of FEAsg to HNg, since RP(NF) is closed under those reductions.

It is interesting that NPy contains undecidable languages, and also that in the presence of an exis-
tential quantifier the destinction between full and =-machines disappears. These remarks extend to the
higher levels of the polynomial hierarchy. We pose the following questions:
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1. We have the following transfer result: Pc = NPc = Pg = RP(NP;). Does the other direction hold?

2. We only have RP(NP:) # NPy for a silly reason. Is there a natural class of problems C such that
RP(NF:) = NPy NC? Maybe the class of decidable languages?

3. Does the order help in deciding HN¢? In other words, is RP(NF:) C Pr? Note that the reverse
inclusion does not hold: {z; > 0} € Pg \ RP(NF).
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We introduce for every suitable class F of computable functions N” — N a new notion of F—
computable functions from open subsets U of R™ to R. We show that these functions are closed under
various operations, which implies that certain holomorphic functions like the exponentiation, the loga-
rithm, the Gamma function and the Zeta function are low elementary computable on bounded subsets
of their domain of definition. Our approach goes back to Grzegorczyk and the hierarchy of elementary
functions and real numbers developed by him and Mazur (see [2]| footnote p. 201).

The main idea is to use the density of the rationals in the real numbers to approximate functions
on the reals by computable functions on the rational numbers. We show that apparently many of the
functions appearing naturally in mathematics are computably approximable in this sense. Our results
imply that the lower elementary reals and complex numbers form a real closed field or algebraically
closed field, respectively.

1 Good classes of functions

A class F of functions N® — N is called good if it contains the constant functions, the projection
functions, the successor function, the modified difference function z—y = max{0,x — y}, and is closed
under composition and bounded summation

The class of lower elementary functions is the smallest good class. The smallest good class which is also
closed under bounded product

y
f@y) =[] g,
i=0

or — equivalently — the smallest good class which contains n +— 2", is the class of elementary functions
The elementary functions are the third class €3 of the Grzegorczyk hierarchy. The lower elementary
functions belong to €2. It is not known whether all functions in €2 are lower elementary.

A function f : N" — N™ is an F—function if its components f; : N* — N, ¢ = 1,...,m, are in F.
A relation R C N™ is called an F-relation if its characteristic function belongs to F. Note that a good
class is closed under the bounded p—operator: if R belongs to F, then so does the function

f(&@,y) = min{i | R(Z,i) Vi=y}.

As a special case we see that | £] is lower elementary. The F-relations are closed under Boolean combi-
nations and bounded quantification:

S(zr,y) & Fi<yR(x,i).
It follows for example that for any f in F the maximum function

max f(z,) = min{i | Vj <y f(#.j) <i}
Iy

is in F since it is bounded by >°Y_ f(z,1).
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We call a set X an F-retract (of N”) if there are functions ¢ : X — N” and 7 : N* — X given with
mor=1id and tom € F. Note that the product X x X’ of two F-retracts X and X’ is again an F-retract
(of N™*") in a natural way. We define a function f : X — X’ to be in Fif // o fom : N* — N is in
F. By this definition the two maps ¢ : X — N” and 7 : N* — X belong to F. For an F-retract X, a
subset of X is in F if its characteristic function is. It now makes sense to say that a set Y (together with
t:Y — X and 7: X —Y) is a retract of the retract X. Clearly YV is again a retract in a natural way.

Easily, Ny is a lower elementary retract of N and Z is a lower elementary retract of N? via 1(z) =
(max(z,0), —min(0, z)) and m(n,m) = n —m. We turn Q into a lower elementary retract of Z x N by
setting ¢(r) = (z,n), where Z is the unique representation of r with n > 0 and (z,n) = 1. Define 7(z,n)
as Z if n > 0 and as 0 otherwise.

For the remainder of this note we will consider Z and Q as fized lower elementary retracts of N,
using the maps defined in the last paragraph.

One of the most important observations is the fact that even though sums of a series of rational
numbers cannot necessarily be computed accurately in a low way, they can be computed well enough:

Lemma 1. Let g : X x N — Q be in F for some F-retract X. Then there is an F—function f :
X x N x N5 — Q such that

y
1
‘f(x,y,k;) —Zg(x,i)‘ < Z forallz € X,y € N and k € Nyg.
i=0

Definition 1. A real number x is an F-real if for some F—function a : N — Q

1
|z —a(k)| < Z

In [5] Skordev has shown among other things that 7 is lower elementary and that e is in €2. Weiermann
[6] proved that e is lower elementary. He used the representation e = > % and a theorem of d’Aquino
[1], which states that the graph of the factorial is Ap—definable and therefore lower elementary.

We show that volumes of bounded O-definable semialgebraic sets are lower elementary, and so is 7
as the volume of the unit circle. We also show that many special functions, among them the exponential

function, map lower elementary reals into lower elementary reals.

2 Computable functions on the reals

Let O be an open subset of RY where we allow N = 0. For e € N, put
Ole={z€0||z|<e}

and
0, = {x cOle ] dist(z, RN \ 0) >

| =

(We use the maximum norm on R¥.) Notice:

O, is compact.
UcO = U, CO..
e<e = 0O, CO,.

0= UeEN Oe
Oe C (026);.«3

CU L=

Definition 2. Let F be a good class. A function F : O — R is in F if there are F—functions d : N — N
and f: QN x N — Q such that for alle € No, and all a € QV and x € O,

1 1
|x—a|<@—>|F(x)—f(a,e)\<g. (1)
3

3 As pointed out by the referee even in the case when F is the class of lower elementary functions, the F—functions
on R are not necessarily computable in the sense of [7].
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This definition easily extends to f : O — RM (under the maximum norm): f is in JF if and only if all
fi,i=1,...,M, are in F.
The following properties are easy to see but crucial for everything that follows:

Lemma 2. 1. F-functions map F-reals to F-reals. A constant function on RY is uniformly in F if
and only if its value is an F-real.
2. F—functions O — R are continuous.
3. IfF:0—=RM jsin F, U CRM open and G : U — R uniformly in F, then GoF : F'UNO — R
is in F. If F' is uniformly in F, then so is Go F.

3 Semialgebraic functions

In this note, semialgebraic functions (relations) are functions (relations) definable without parameters in
R. The trace of a relation R C RN on Q is RN QY.
The following observation is due to Yoshinaga [8] and follows from quantifier elimination.

Lemma 3. The trace of semialgebraic relations on Q s lower elementary.

Note that any semialgebraic function g : R — R is polynomially bounded, i.e. there is some n € N
with |g(z)| < |z|™ for sufficiently large x. This is used to show:

Theorem 31 Continuous semialgebraic functions F : O — R are lower elementary for every open
semialgebraic set O.

Corollary 32 The set of F-reals Rr forms a real closed field.
Corollary 32 was first proved by Skordev (see [4]). For countable good classes F, like the class of

lower elementary functions, clearly Rz is a countable subfield of R.

4 Integration

Theorem 41 Let O € RY be open and G,H : O — R in F such that G < H on O. Put
U={(z,y) eRN" |2 €0, G(z) <y < H(x)}

Assume further that F : U — R is in F and that |F(z,y)| is bounded by an F—function K(x). Then

I@) = [ Flag)dy @)
is an F—function O — R.

This set-up can be used to give a different proof of Yoshinaga’s Theoremon periods:

Kontsevich and Zagier [3] define a period as a complex number whose real and imaginary parts are
values of absolutely convergent integrals of rational functions with rational coefficients over domains in
R™ given by polynomial inequalities with rational coefficients. The periods form a ring containing all
algebraic reals. It is an open problem whether e is a period.

Yoshinaga [8] proved that periods are elementary. An analysis of his proof shows that he actually
showed that periods are lower elementary. We here give a variant of his proof where part of his argument
is replaced by an application of Theorem 41.

Corollary 42 Periods are lower elementary.

Proof. By Lemma 24 of [§], periods are differences of sums of volumes of bounded open semialgebraic
cells.
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5 The Inverse Function Theorem

We call a sequence Aj, As, ... of subsets of QN an F-sequence, if {(e,a) | a € A.} is an F-subset of
N., x QN.

Definition 3. An open set O C RY is F-approximable if there is an F-sequence A1, As, ... of subsets
of QN and an F-function o : N — N such that O, N QN C A, C Oa(e) for all e € N,.

It follows from Lemma 3 that semialgebraic sets O are lower elementary approximable. We can simply
set A, = 0. NQN.

Theorem 51 Let F : O — V be a bijection in F where O is F-approzimable and V open in RYN.
Assume that the inverse G : V. — O satisfies:

(i) There is an F~function d’ : N — N such that |G(y)—G(y')| < L for ally,y’ € V. with [y—y'| < ﬁ.
(ii) G is F-compact.

Then G is also in F.

6 Series of functions

In order to investigate holomorphic and analytic functions we need the notion of F-series of functions.

Definition 4. A sequence Fi, Fy, ... of functions O — RM  F-converges against I, if there is an F -
function m : N — N such that |F(z) — Fy(z)| < 1 for all z € O. and i > m(e).

Lemma 4. The F-limit of an F—-sequence of functions is an F—function.

We now give some examples:
1. Logarithm: As a semialgebraic function % : R,y — R is lower elementary. So by Theorem 41
In(z) = [} % dy is lower elementary, at least on (0,1) and (1, 00). But writing

1
x—1
| = ——dt
n(z) /014—25(37—1) ,

we see that In(z) is lower elementary on (0, 00).

2. Exponentiation: As exp(z) is bounded on every interval (—oo, ), the Inverses Function Theorem
applied to In : (0,1) — (—o00,0) allows us to conclude that exp(x) is lower elementary on (—oc,0) and
— by translation — on every interval (—oo, 7). exp(xz) cannot be lower elementary on the whole real line
since it grows too fast. Nevertheless the following is true.

Lemma 5. G(x,y) = exp(z) is lower elementary on V = {(z,y): exp(z) < y}.

It is easy to see that exp(z) is elementary on C. More is true:
The complex logarithm defines a homeomorphism

In:C— {z|Im(z) € (—m,7) }

and for all » < s € R a uniformly lower elementary homeomorphism between {z € C\ R, | exp(r) <
|z| < exp(s)} and {z | Im(z) € (—m,7),r < Re(z) < s}. Again by a variant of the Inverse Function
Theorem we see that exp(z) is lower elementary on {z | Im(z) € (—m,7),r < Re(z) < s}. Using the peri-
odicity of exp(z) it is now easy to see that exp(z) is lower elementary on each strip {z | r < Re(z) < s}.
This implies that sin(z) : R — R is lower elementary. Now also cos(z) is lower elementary and since
exp(z + yi) = exp(z)(cos(y) + sin(y)i) we see that exp(z) is lower elementary on every half-space
{z | Re(z) < s}.

3. Gamma function:
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We have for Re(z) > 1

oo
/ t7 1 exp(—t) dt
0

1 e8]
/ T exp(—t) dt + / t 1 exp(—t) dt
0 1

1
. 1
:/ 1 exp(— )dt+/0 e exp(— ; ) dt.

0

Let us check that for every bound r > 1 the two integrands are lower elementary on X, = {(x,t) |
Re(z) € (1,7),t € (0,1)}: exp(—t) is lower elementary on (0,1). And, since 7 : (0,1) — (1,00) is lower
elementary compact, the function exp(=*) is lower elementary on (0,1). ¢ 1+’” and 7 = (%)“_1
lower elementary.

If r > 1, the absolute values of the integrands are bounded by 1 and (r + 1)(’”“), respectively. So by

Theorem 41, I" is lower elementary on every strip {z | 1 < Re(z) < r}.

are

4. Zeta—function: Since 2V is lower elementary on (0,1) x {z | Re(z) > 0}, the function (
elementary on (1,00) X {z | Re(z) > 0}. This implies that the sequence ==, (n = 1,2,...
elementary sequence of functions defined on {z | Re(z) > 0}. The series

)Y is lower

1
T .
) is a lower

(=3 —

n?
n=1

converges whenever t = Re(z) > 1 and we have the estimate

‘C(Z)— < /Noo;tdx 7“_11)Nt_1

So, if Re(z) > 1+ + and N > (ke)*, we have ‘C(z) -yN L

1
n?

i

< 1. This then shows that ((z) is lower

n=1 nz

elementary on every {z | Re(z) > s}, (s > 1).

7 Holomorphic functions

Lemma 6. Let F(z) =Y - a;z" be a complex power series with radius of convergence p. Let 0 < b < p
be an F-real such that (a;b");en is an F-sequence of complex numbers. Then F restricted to the open
disc {z: |z| < b} belongs to F.

In order to develop a local-global principle for holomorphic functions, we use the following lemma.

Lemma 7 (Speed-Up Lemma). Suppose (a,) € C is a bounded sequence and that 0 < b < 1 is an
F-real. Then (a,b") is an F-sequence if (a,b?") is

Theorem 71 Let F' be a holomorphic function, defined on an open domain D C C. Let a be an F-
complex number in D and let b be a positive F—real smaller than the radius of convergence of F(a+z) =
Z;’io anz"™. Then F is locally in F if and only if (a,b™) is an F—sequence. a

Corollary 72 Let F' be holomorphic on a punctured disk De = {z | 0 < |z| < r}. Then the following
holds:

1. If0 is a pole of F and F is F on some non—-empty open subset of Do, then F is F on every proper
punctured subdisc D, = {20 < |z] < r'}.

2. If 0 is an essential singularity of F', F' is not lower elementary on Ds.

3. Let S = {—n | n € N} denote the set of poles of the Gamma function I'. I' is lower elementary on
every set {z: |z| <r}\S.

4. The Zeta function ((z) is lower elementary on every punctured disk {z |0 < |z — 1| < r}.
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I" cannot be lower elementary on C\ S since n! grows too fast. Similarly, ¢ cannot be lower elementary
on C\ {1} because oo is an essential singularity. However, we believe that I is elementary on C\ S. and
that ¢ is elementary on C\ {1}.

Corollary 73 The set Cxr = Rg[i] of F—complex numbers is algebraically closed and closed under In(z),
exp(z), I'(z) and {(2).

Note that Rx[i] is algebraically closed since R is real closed by Corollary 32.

If ag, a1, ... are Q-linearly independent algebraic numbers, the exponentials exp(ag),exp(ay).... are
lower elementary and algebraically independent by the Lindemann—Weierstra? Theorem. So the field of
lower elementary complex numbers has infinite transcendence degree.
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Computability of functions on natural numbers or words (and via numberings on countable sets) has
been defined in the 1930s. The basics of computational complexity have been developed around 1970.
Meanwhile Computational Complexity, essentially for Turing machines, is a rich and deep theory which
is still advancing.

For functions on the real numbers and other uncountable sets the development started at the same
time but was much slower. Several partly non-equivalent definitions of computability on the real num-
bers have been introduced some of which allow refinement to computational complexity. Complexity of
functions on the real numbers and, more generally, on other uncountable sets from Analysis has been
studied to some extent but compared to discrete complexity theory the results are sparse.

While computability of an operator like the solution operator of a differential equation can be defined
reasonably, seemingly still there is no satisfactory definition of its computational complexity. The question
can be reduced to the definition of computational complexity for type-2 functionals on numbers, that is,
for (computable) functions f : NN — N.

In the talk existing partial solutions of type-2 complexity are discussed and a more satisfactory
concept is suggested.
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Abstract. The MATHEMAGIX project aims at the development of a “computer analysis” system, in
which numerical computations can be done in a mathematically sound manner. A major challenge
for such systems is to conceive algorithms which are both efficient, reliable and available at any
working precision. In this paper, we survey several older and newer such algorithms. We mainly
concentrate on the automatic and efficient computation of high quality error bounds, based on a
variant of interval arithmetic which we like to call “ball arithmetic”.

Keywords: Ball arithmetic, interval arithmetic, reliable computing, computable analysis
A.M.S. subject classification: 65G20, 03F60,65F99, 37-04

1 Introduction

Computer algebra systems are widely used today in order to perform mathematically correct computa-
tions with objects of algebraic or combinatorial nature. It is tempting to develop a similar system for
analysis. On input, the user would specify the problem in a high level language, such as computable anal-
ysis [Wei00,BB85,Abe80,Tur36] or interval analysis [Mo066,AH83,Neu90,JKDW01,Kul08]. The system
should then solve the problem in a certified manner. In particular, all necessary computations of error
bounds must be carried out automatically.

There are several specialized systems and libraries which contain work in this direction. For instance,
Taylor models have been used with success for the validated long term integration of dynamical systems
[Ber98,MB96,MB04]. A fairly complete MATLAB interval arithmetic library for linear algebra and poly-
nomial computations is INTLAB [Rum99b,Rum99a]. Another historical interval library, which continues
to be developed is [ea67]. There exist several libraries for multiple precision arithmetic with correct
or at least well specified rounding [HLRZ00,Hai95], as well as a library for multiple precision interval
arithmetic [Rev01], and libraries for computable real numbers [M0,Lam07,BCC+06]. There are also li-
braries for very specific problems, such as the MPSOLVE library [BF00], which allows for the certified
computation of the roots of multiple precision polynomials.

The MATHEMAGIX system [vdH+02b] intends to develop a new “computer analysis” system, dis-
tributed under a free licence and not depending on proprietary software such as MATLAB. Ultimately,
we hope to cover most of the functionality present in the software mentioned above and add several new
features, such as computable analytic functions [vdHO7b] and transseries [vdHO8b]. We also insist on
performance and the possibility to easily switch between machine doubles and multiple precision arith-
metic (without being penalized too much). In this paper, we will discuss several older and newer ideas
for combining efficiency, reliability and multiple precision arithmetic (when necessary). Many algorithms
are already present in the MATHEMAGIX system, or will be incorporated soon.

Most of the algorithms in this paper will be based on “ball arithmetic”, which provides a systematic
tool for the automatic computation of error bounds. In section 3, we provide a short introduction to
this topic and describe its relation with computable analysis. Although ball arithmetic is really a variant
of interval arithmetic, we will give several arguments in section 4 why we actually prefer balls over
intervals for most applications. Roughly speaking, balls should be used for the reliable approximation

* This work has been supported by the ANR-09-JCJC-0098-01 MAGIX project, as well as a Digiteo 2009-36HD
grant and Région Ile-de-France.
vdhoeven@lix.polytechnique.fr Web: http://lix.polytechnique.fr/~vdhoeven

*k
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of numbers, whereas intervals are mainly useful for certified algorithms which rely on the subdivision of
space. Although we will mostly focus on ball arithmetic in this paper, section 5 presents a rough overview
of the other kinds of algorithms that are needed in a complete computer analysis system.

After basic ball arithmetic for real and complex numbers, the next challenge is to develop efficient
algorithms for reliable linear algebra, polynomials, analytic functions, resolution of differential equations,
etc. In sections 6 and 7 we will survey several basic techniques which can be used to implement efficient
ball arithmetic for matrices and formal power series. Usually, there is a trade-off between efficiency and
the quality of the obtained error bounds. One may often start with a very efficient algorithm which
only computes rough bounds, or bounds which are only good in favourable well-conditioned cases. If
the obtained bounds are not good enough, then we may switch to a more expensive and higher quality
algorithm.

Of course, the main algorithmic challenge in the area of ball arithmetic is to reduce the overhead
of the bound computations as much as possible with respect to the principal numeric computation. In
favourable cases, this overhead indeed becomes negligible. For instance, for high working precisions p, the
centers of real and complex balls are stored with the full precision, but we only need a small precision for
the radii. Consequently, the cost of elementary operations (+, —, -, exp, etc.) on balls is dominated by
the cost of the corresponding operations on their centers. Similarly, crude error bounds for large matrix
products can be obtained quickly with respect to the actual product computation, by using norm bounds
for the rows and columns of the multiplicands; see (21).

Another algorithmic challenge is to use fast algorithms for the actual numerical computations on
the centers of the balls. In particular, it is important to use existing high performance libraries, such
as BLAS, LINPACK, etc., whenever this is possible [Rum99a]. Similarly, we should systematically rely on
asymptotically efficient algorithms for basic arithmetic, such as fast integer and polynomial multiplica-
tion [KO63,CT65,5S71]. There are several techniques to achieve this goal:

1. The representations of objects should be chosen with care. For instance, should we rather work with
ball matrices or matricial balls (see sections 6.4 and 7.1)?

2. If the result of our computation satisfies an equation, then we may first solve the equation numerically
and only perform the error analysis at the end. In the case of matrix inversion, this method is known
as Hansen’s method; see section 6.2.

3. When considering a computation as a tree or dag, then the error tends to increase with the depth of
the tree. If possible, algorithms should be designed so as to keep this depth small. Examples will be
given in sections 6.4 and 7.5. Notice that this kind of algorithms are usually also more suitable for
parallelization.

When combining the above approaches to the series of problems considered in this paper, we are usually
able to achieve a constant overhead for sharp error bound computations. In favourable cases, the overhead
becomes negligible. For particularly ill conditioned problems, we need a logarithmic overhead. It remains
an open question whether we have been lucky or whether this is a general pattern.

In this paper, we will be easygoing on what is meant by “sharp error bound”. Regarding algorithms
as functions f : R¥ — R% 2z +— y = f(x), an error §, € R* in the input automatically gives rise to an
error 6, ~ Jy¢(x)0, in the output. When performing our computations with bit precision p, we have to
consider that the input error &, is as least of the order of 27P|z| € (R*)* (where |z|; = |z;| for all 7).
Now given an error bound |d,| < €, for the input, an error bound |d,| < &, is considered to be sharp
if &, ~ maxs,|<e, |Jf(x)dz|. More generally, condition numbers provide a similar device for measuring
the quality of error bounds. A detailed investigation of the quality of the algorithms presented in this
paper remains to be carried out. Notice also that the computation of optimal error bounds is usually
NP-hard [KLRK97].

Of course, the development of asymptotically efficient ball arithmetic presupposes the existence of the
corresponding numerical algorithms. This topic is another major challenge, which will not be addressed
in this paper. Indeed, asymptotically fast algorithms usually suffer from lower numerical stability. Be-
sides, switching from machine precision to multiple precision involves a huge overhead. Special techniques
are required to reduce this overhead when computing with large compound objects, such as matrices or
polynomials. It is also recommended to systematically implement single, double, quadruple and multiple
precision versions of all algorithms (see [BHL00,BHLO1] for a double-double and quadruple-double pre-
cision library). The MATHEMAGIX system has been designed so as to ease this task, since most current
packages are C++ template libraries.
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The aim of our paper is to provide a survey on how to implement an efficient library for ball arithmetic.
Even though many of the ideas are classical in the interval analysis community, we do think that the
paper sheds a new light on the topic. Indeed, we systematically investigate several issues which have
received limited attention until now:

1. Using ball arithmetic instead of interval arithmetic, for a wide variety of center and radius types.
2. The trade-off between algorithmic complexity and quality of the error bounds.
3. The complexity of multiple precision ball arithmetic.

Throughout the text, we have attempted to provide pointers to existing literature, wherever appropri-
ate. We apologize for possible omissions and would be grateful for any suggestions regarding existing
literature.

2 Notations and classical facts

2.1 Floating point numbers and the IEEE 754 norm

We will denote by
D = 72% = {m2° : m,e € 7}

the set of dyadic numbers. Given fixed bit precisions p € N and ¢ € N for the unsigned mantissa (without
the leading 1) and signed exponent, we also denote by

Dy 4 = {m2°:m,e € Z,|m| <20+ 1 -2 <e4p <297}

the corresponding set of floating point numbers. Numbers in D, , can be stored in p + ¢ + 1 bit space
and correspond to “ordinary numbers” in the IEEE 754 norm [ANSO08]. For double precision numbers,
we have p = 51 and ¢ = 12. For multiple precision numbers, we usually take ¢ to be the size of a machine
word, say ¢ = 64, and denote D, = D, ¢4.

The IEEE 754 norm also defines several special numbers. The most important ones are the infinities
+00 and “not a number” NaN, which corresponds to the result of an invalid operation, such as v/—2.
We will denote

Dy, =Dy 4 U{~00,+00, NaN}.

Less important details concern the specification of signed zeros £0 and several possible types of NaNs.
For more details, we refer to [ANS08].

The other main feature of the IEEE 754 is that it specifies how to round results of operations
which cannot be performed exactly. There are four basic rounding modes T (upwards), | (downwards),
] (nearest) and 0 (towards zero). Assume that we have an operation f : U — R with U C RF. Given
zelUnN ]D’;ﬂ and y = f(x), we define f1(z) to be the smallest number § in Dj, ,» such that § > y. More
generally, we will use the notation (f(x)+y)" = fT(x)+Ty to indicate that all operations are performed by
rounding upwards. The other rounding modes are specified in a similar way. One major advantage of IEEE
754 arithmetic is that it completely specifies how basic operations are done, making numerical programs
behave exactly in the same way on different architectures. Most current microprocessors implement the
IEEE 754 norm for single and double precision numbers. A conforming multiple precision implementation
also exists [HLRZ00].

2.2 Classical complexity results

Using Schonhage-Strassen multiplication [SS71], it is classical that the product of two p-bit integers can be
computed in time I(n) = O(nlognloglogn). A recent algorithm by Fiirer [Fiir07] further improves this
bound to I(n) = O(nlogn2°U°¢” ™) where log* denotes the iterator of the logarithm (we have log*n =
log™ log n+1). Other algorithms, such as division two < n-bit integers, have a similar complexity O(I(n)).
Given k prime numbers p; < --- < pi and a number 0 < ¢ < p; - - - P, the computation of gmod p; for
i = 1,...,k can be done in time O(I(n)logn) using binary splitting [GG02, Theorem 10.25], where
n =log(py - - - px). It is also possible to reconstruct ¢ from the remainders ¢ mod p; in time O(I(n)logn).
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Let K be an effective ring, in the sense that we have algorithms for performing the ring operations
in K. If K admits 2P-th roots of unity for 2” > n, then it is classical [CT65] that the product of
two polynomials P,@Q € K[z] with deg PQ < n can be computed using O(nlogn) ring operations in
K, using the fast Fourier transform. For general rings, this product can be computed using M(n) =
O(nlognloglogn) operations [CK91], using a variant of Schonhage-Strassen multiplication.

A formal power series f € K[[z]] is said to be computable, if there exists an algorithm which takes
n € N on input and which computes f,, € K. We denote by K[[z]]°°™ the set of computable power
series. Many simple operations on formal power series, such as multiplication, division, exponentiation,
etc., as well as the resolution of algebraic differential equations can be done up till order n using a
similar time complexity O(M(n)) as polynomial multiplication [BK78,BCO+06,vdH06b]. Alternative
relazed multiplication algorithms of time complexity R(n) = O(M(n)) are given in [vdH02a,vdHO07a]. In
this case, the coefficients (fg), are computed gradually and (fg), is output as soon as fo,..., f, and
9o, - - - » gn are known. This strategy is often most efficient for the resolution of implicit equations.

Let IK™*"™ denote the set of m x n matrices with entries in IK. Given two n x n matrices M, N € K"*",
the naive algorithm for computing M N requires O(n*) ring operations with w = 3. The exponent w
has been reduced by Strassen [Str69] to w = log 7/log 2. Using more sophisticated techniques, w can be
further reduced to w < 2.376 [Pan84,CW87]. However, this exponent has never been observed in practice.

2.3 Interval and ball notations

Given z < y in a totally ordered set R, we will denote by [z, y] the closed interval
[,y ={z€ R:z < z <y} (1)

Assume now that R is a totally ordered field and consider a normed vector space V over R. Given c € V'
and 7 € RZ = {r € R: 7 > 0}, we will denote by

Ble,r)={z eV |z—c| <} (2)

the closed ball with center ¢ and radius . Notice that we will never work with open balls in what follows.
We denote the set of all balls of the form (2) by B(V, R). Given = € B(V, R), we will denote by x. and
x, the center resp. radius of x.

We will use the standard euclidean norm

21+ [l
ol =

n

as the default norm on R™ and C". Occasionally, we will also consider the max-norm
|2]| o = max{|z1|,...,|zn|}
For matrices M € R™*™ or M € C™*"™, the default operator norm is defined by

M| = max ||M]. 3)

flzll=1
Occasionally, we will also consider the max-norm
1Mloc = max | M 51,

which satisfies
Moo < [M] < nfM]oo-

We also define the max-norm for polynomials P € R[z] or P € C[z] by
| Plloc = max |P;].
For power series f € R[[z]] or f € C][[z]] which converge on the compact disk B(0, ), we define the norm

(hal =|r§1|g\f(2)|- (4)
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After rescaling f(z) — f(rz), we will usually work with the norm || - || = || - ||1.
In some cases, it may be useful to generalize the concept of a ball and allow for radii in partially
ordered rings. For instance, a ball X € B(R"™,R") stands for the set

X ={z e R"V1 <i < n, |z — (Xo)i] < (X2): )

The sets B(R™*™ R™*"), B(R|z], R[z]), B(R[[z]], R[[z]]), etc. are defined in a similar component wise
way. Given z € R"™, it will also be convenient to denote by |z| the vector with |x|; = |z;|. For matrices
M € R™*"™ polynomials P € R[z] and power series f € R[[z]], we define |M]|, |P| and |f| similarly.

3 Balls and computable real numbers

3.1 Ball arithmetic

Let V be a normed vector space over R and recall that B(V, R) stands for the set of all balls with centers
in V and radii in R. Given an operation ¢ : V¥ — V, the operation is said to lift to an operation

f°:B(V,R)* — B(V,R),
if we have
fO(Xl,...,Xk) D {f(xh...,xk) a1 € Xq,...,x, € Xvk}7

for all X1,..., X, € B(V,R). For instance, both the addition + : V2 — V and subtraction — : V2 — V
admits lifts

B(x,r)+° B(y,s) = B(x + y,r + s) (5)
B(z,r) =° B(y,s) = Bz —y,7 + s). (6)

Similarly, if V is a normed algebra, then the multiplication lifts to
B(z,r) - B(y,s) = B(ay, (|z[ + 7)s + r[y]) (7)

The lifts +°, —°, -°, etc. are also said to be the ball arithmetic counterparts of addition, subtractions,
multiplication, etc.

Ball arithmetic is a systematic way for the computation of error bounds when the input of a numerical
operation is known only approximately. These bounds are usually not sharp. For instance, consider the
mathematical function f : * € R +— x — x which evaluates to zero everywhere, even if x is only
approximately known. However, taking « = B(2,0.001), we have z —° x = B(0,0.002) # B(0,0). This
phenomenon is known as overestimation. In general, ball algorithms have to be designed carefully so as
to limit overestimation.

In the above definitions, R can be replaced by a subfield R C R, V by an R-vector space V C V, and
the domain of f by an open subset of V¥. If VV and R are effective in the sense that we have algorithms
for the additions, subtractions and multiplications in V' and R, then basic ball arithmetic in B(V, R)
is again effective. If we are working with finite precision floating point numbers in D,, ; rather than a
genuine effective subfield R, we will now show how to adapt the formulas (5), (6) and (7) in order to
take into account rounding errors; it may also be necessary to allow for an infinite radius in this case.

3.2 Finite precision ball arithmetic

Let us detail what needs to be changed when using IEEE conform finite precision arithmetic, say V =
R =D, 4. We will denote

B = B(D,D)
Byq = B(]Dp,qv]Dp,q)
B[i]pyq - B(]Dp q[i v]Dp,q)~

s
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When working with multiple precision numbers, it usually suffices to use low precision numbers for the
radius type. Recalling that D, = Dy, 64, we will therefore denote

B, = B(]Dp,]])64)
B[i]p = B(]Dp[i}v]DM)-

We will write € = ¢, = 27" for the machine accuracy and n =1, 4 = 22-2"=p for the smallest representable
positive number in D, ,.

Given an operation f : R¥ — R as in section 3.1, together with balls X; = B(z;,7;), it is natural to
compute the center y of

B(yvs) = fo(le-”va)
by rounding to the nearest:
y= fI($1,~~~,9€k)~ (8)

One interesting point is that the committed error

0= |y_f('r1a"'7xk)|
does not really depend on the operation f itself: we have the universal upper bound
5 < Ay)
Aly) = (lyl +"Tn) e 9)

It would be useful if this adjustment function A were present in the hardware.
For the computation of the radius s, it now suffices to use the sum of A(y) and the theoretical bound
formulas for the infinite precision case. For instance,

B(x,r) +° B(y,s) = Bz + y,r +1 5) (10)
B(x,7) —° B(y,s) = Bz =t y,r +1 s) (11)
B(x,r)° Bly,s) = B2 -y, [ +r)s + rlyl]"), (12)

where B4 stands for the “adjusted constructor”
B2(y,s) = Bly,s +1 Ay))-

The approach readily generalizes to other “normed vector spaces” V over D, 4, as soon as one has a
suitable rounded arithmetic in V and a suitable adjustment function A attached to it.

Notice that A(y) = oo, if y = 0o or y is the largest representable real number in D,, ;. Consequently,
the finite precision ball computations naturally take place in domains of the form By = = B(D; ,, Dy )
rather than B, ;. Of course, balls with infinite radius carry no useful information about the result. In
order to ease the reading, we will assume the absence of overflows in what follows, and concentrate
on computations with ordinary numbers in B, ;. We will only consider infinities if they are used in an
essential way during the computation.

Similarly, if we want ball arithmetic to be a natural extension of the IEEE 754 norm, then we need
an equivalent of NaN. One approach consists of introducing a NaB (not a ball) object, which could be
represented by B(NaN,NaN) or B(0,—occ). A ball function f° returns NaB if f returns NaN for one
selection of members of the input balls. For instance, sqrt®(B(1,3)) = NaB. An alternative approach
consists of the attachment of an additional flag to each ball object, which signals a possible invalid
outcome. Following this convention, sqrt®(B(1, 3)) yields B(1,1)NaN,

3.3 Implementation details

Using the formulas from the previous section, it is relatively straightforward to implement ball arithmetic
as a C++ template library, as we have done in the MATHEMAGIX system. However, in the case of multiple
precision arithmetic this is far from optimal. Let us discuss several possible optimizations:
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1. Multiple precision libraries such as MPFR [HLRZ00] suffer from a huge overhead when it comes to
moderate (e.g. quadruple) precision computations. Since the radii are always stored in low precision,
it is recommended to inline all computations on the radii. In the case of multiplication, this divides
the number of function calls by four.

2. When computing with complex numbers z € D, [i], one may again save several function calls. More-
over, it is possible to regard z as an element of Z[i]2% rather than (Z2%)]i], i.e. use a single exponent
for both the real and imaginary parts of z. This optimization reduces the time spent on exponent
computations and mantissa normalizations.

3. Consider a ball B(c,r) € B, and recall that ¢ € D,,, r € Dgy. If |¢| < 2P7%r, then the |logyr +p —
log, |c| — 64] least significant binary digits of ¢ are of little interest. Hence, we may replace ¢ by its
closest approximation in D,/, with p’ = [log, |c| + 64 — log, r], and reduce the working precision to
p’. Modulo slightly more work, it is also possible to share the exponents of the center and the radius.

4. If we don’t need large exponents for our multiple precision numbers, then it is possible to use machine
doubles Ds; 12 as our radius type and further reduce the overhead of bound computations.

When combining the above optimizations, it can be hoped that multiple precision ball arithmetic can
be implemented almost as efficiently as standard multiple precision arithmetic. However, this requires a
significantly higher implementation effort.

3.4 Computable numbers

Given x € R,z € Dand e € D” = {¢ € D : ¢ > 0}, we say that & is an e-approzimation of z
if |z — x| < e. A real number z € R is said to be computable [Turd6,Grz57,Wei00] if there exists an
approximation algorithm which takes an absolute tolerance € € D~ on input and which returns an e-
approximation of z. We denote by IR°™ the set of computable real numbers. We may regard IR°°™ as
a data type, whose instances are represented by approximation algorithms (this is also known as the
Markov representation [Wei00, Section 9.6]).

In practice, it is more convenient to work with so called ball approximation algorithms: a real number
is computable if and only if it admits a ball approzimation algorithm, which takes a working precision
p € N on input and returns a ball approzimation B(cp,1p) € B with « € B(cp,7p) and lim, o7, = 0.
Indeed, assume that we have a ball approximation algorithm. In order to obtain an e-approximation,
it suffices to compute ball approximations at precisions p = 32,64,128, ... which double at every step,
until 7, < e. Conversely, given an approximation algorithm & : D> — D of 2 € R®™, we obtain a ball
approximation algorithm p — B(cp,rp) by taking r, =277 and ¢, = Z(r}).

Given z,y € R®™ with ball approximation algorithms &,y : N — B, we may compute ball approxi-
mation algorithms for x + y, x — y, zy simply by taking

z+y)(p) = z(p) +° 9(p)
(= y)(p) = 2(p) —° 9(p)
(zy)(p) = (p) -° 9(p).

More generally, assuming a good library for ball arithmetic, it is usually easy to write a wrapper library
with the corresponding operations on computable numbers.

From the efficiency point of view, it is also convenient to work with ball approximations. Usually, the
radius r, satisfies

logymp, = —p 4+ 0(1),
or at least
logy 7 = —cp + o(1),

for some ¢ € Q~. In that case, doubling the working precision p until a sufficiently good approximation
is found is quite efficient. An even better strategy is to double the “expected running time” at every
step [vdH06a,KRO06]. Yet another approach will be described in section 3.6 below.

The concept of computable real numbers readily generalizes to more general normed vector spaces.
Let V be a normed vector space and let V48 be an effective subset of digital points in V, i.e. the elements



186 Joris van der Hoeven

of V48 admit a computer representation. For instance, if V = R, then we take V48 = D. Similarly, if
V = R™*" is the set of real m x n matrices, with one of the matrix norms from section 2.3, then it is
natural to take V48 = (Rdig)mxn = D™x7_ A point x € V is said to be computable, if it admits an
approzimation algorithm which takes ¢ € D> on input, and returns an e-approzimation & € VU8 of z
(satisfying ||Z — z|| < e, as above).

3.5 Asymmetric computability

A real number z is said to be left computable if there exists an algorithm for computing an increasing
sequence & : N — D;n +— &, with lim, . &, = = (and & is called a left approximation algorithm).
Similarly, = is said to be right computable if —x is left computable. A real number is computable if
and only if it is both left and right computable. Left computable but non computable numbers occur
frequently in practice and correspond to “computable lower bounds” (see also [Wei00,vdHO7b]).

We will denote by R!°™ and R"°™ the data types of left and right computable real numbers. It is
convenient to specify and implement algorithms in computable analysis in terms of these data types,
whenever appropriate [vdHO7b]. For instance, we have computable functions

4 Rlcom % Rlcom N Rlcom
. Rlcom x R¥com _, Rlcom

More generally, given a subset S C R, we say that x € S is left computable in S if there exists a left
approximation algorithm & : N — § for . We will denote by S°°™ and S*°™ the data types of left and
computable numbers in S, and define §eo™ = gleom  Greom,

Identifying the type of boolean numbers T with {0,1}, we have T!™ = Tr°m = T as sets, but
not as data types. For instance, it is well known that equality is non computable for computable real
numbers [Tur36]. Nevertheless, equality is “ultimately computable” in the sense that there exists a
computable function

= RCOm X RCOm N TTCOm.
Indeed, given z,y € R®™ with ball approximation algorithms & and ¢, we may take

(xi ) _ lif(foﬂg}oﬂ---ﬂinﬂgn)yég
Yn 0 otherwise

Similarly, the ordering relation < is ultimately computable.
This asymmetric point of view on equality testing also suggest a semantics for the relations =, <,
etc. on balls. For instance, given balls z,y € B, it is natural to take

T=yewrNy#J
rEyemwzrNy=yg
r<ye~daex,bey,a<b

These definitions are interesting if balls are really used as successive approximations of a real number.
An alternative application of ball arithmetic is for modeling non-deterministic computations: the ball
models a set of possible values and we are interested in the set of possible outcomes of an algorithm. In
that case, the natural return type of a relation on balls becomes a “boolean ball”. In the area of interval
analysis, this second interpretation is more common [ANS09].

Remark 1. We notice that the notions of computability and asymmetric computability do not say any-
thing about the speed of convergence. In particular, it is usually impossible to give useful complexity
bounds for algorithms which are based on these mere concepts. In the case of asymmetric computability,
there even do not exist any recursive complexity bounds, in general.
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3.6 Lipschitz ball arithmetic

Given a computable function f : R®™ — R®™ z € R®™ and ¢ € ID~, let us return to the problem of
efficiently computing an approximation § € D of y = f(z) with |§ — y| < e. In section 3.4, we suggested
to compute ball approximations of y at precisions which double at every step, until a sufficiently precise
approximation is found. This computation involves an implementation f° : B — B of f on the level of
balls, which satisfies

fPX) 2{f(X) : z e X}, (13)

for every ball X € B. In practice, f is often differentiable, with f’(z) # 0. In that case, given a ball
approximation X of x, the computed ball approximation ¥ = f°(X) of y typically has a radius

Y~ |f (@)X (14)

for X;. — 0. This should make it possible to directly predict a sufficient precision at which Y,. < €. The
problem is that (14) needs to be replaced by a more reliable relation. This can be done on the level of
ball arithmetic itself, by replacing the usual condition (13) by

f2(X) 2 B(f(Xe), MX,) (15)
M = slelg\f’(x)\-

Similarly, the multiplication of balls is carried out using
B(z,r) - By, s) = By, (|z[ +7)s + ([y| + 5)r). (16)

instead of (7). A variant of this kind of “Lipschitz ball arithmetic” has been implemented in [MO].
Although a constant factor is gained for high precision computations at regular points x, the efficiency
deteriorates near singularities (i.e. the computation of\/0).

4 Balls versus intervals

In the area of reliable computation, interval arithmetic has for long been privileged with respect to ball
arithmetic. Indeed, balls are often regarded as a more or less exotic variant of intervals, based on an
alternative midpoint-radius representation. Historically, interval arithmetic is also preferred in computer
science because it is easy to implement if floating point operations are performed with correct rounding.
Since most modern microprocessors implement the IEEE 754 norm, this point of view is well supported
by hardware.

Not less historically, the situation in mathematics is inverse: whereas intervals are the standard in
computer science, balls are the standard in mathematics, since they correspond to the traditional e-9-
calculus. Even in the area of interval analysis, one usually resorts (at least implicitly) to balls for more
complex computations, such as the inversion of a matrix [HS67,Mo0066]. Indeed, balls are more convenient
when computing error bounds using perturbation techniques. Also, we have a great deal of flexibility
concerning the choice of a norm. For instance, a vectorial ball is not necessarily a Cartesian product of
one dimensional balls.

In this section, we will give a more detailed account on the respective advantages and disadvantages
of interval and ball arithmetic.

4.1 Standardization

One advantage of interval arithmetic is that the IEEE 754 norm suggests a natural and standard im-
plementation. Indeed, let f be a real function which is increasing on some interval I. Then the natural
interval lift f of f is given by

F(R]) = LFH, fH ().
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This implementation has the property that f([l,h]) is the smallest interval with end-points in D,, ; U
{£o0}, which satisfies

F( R 2{f () : = € [, ]}

For not necessarily increasing functions f this property can still be used as a requirement for the “stan-
dard” implementation of f. For instance, this leads to the following implementation of the cosine function
on intervals:

[cost I, cosT h] fll/2n] = |h/2n] €2Z -1
[cost h, cos! (] if [1/27] = |h/27]| € 27Z

cos([l,h]) = [mln(cosll cost h),1] if [I/27] = |h/2m| —1 €2Z —1
[—1, max(cos' I, cos! h)] if [I/27| = |h/27| — 1 € 27
1 £ [1/2n] < [h/27] -

Such a standard implementation of interval arithmetic has the convenient property that programs will
execute in the same way on any platform which conforms to the IEEE 754 standard.

By analogy with the above approach for standardized interval arithmetic, we may standardize the
ball implementation f° of f by taking

fo(Ble,r)) = B(fl(e), 9),

where the radius s is smallest in D,, , U {400} with

B(fHe),s) 2 {f(x) : @ € Be,r)}.

Unfortunately, the computation of such an optimal s is not always straightforward. In particular, the
formulas (10), (11) and (12) do not necessarily realize this tightest bound. In practice, it might therefore
be better to achieve standardization by fixing once and for all the formulas by which ball operations are
performed. Of course, more experience with ball arithmetic is required before this can happen.

4.2 Practical efficiency

The respective efficiencies of interval and ball arithmetic depend on the precision at which we are comput-
ing. For high precisions and most applications, ball arithmetic has the advantage that we can still perform
computations on the radius at single precision. By contrast, interval arithmetic requires full precision for
operations on both end-points. This makes ball arithmetic twice as efficient at high precisions.

When working at machine precision, the efficiencies of both approaches essentially depend on the
hardware. A priori, interval arithmetic is better supported by current computers, since most of them
respect the IEEE 754 norm, whereas the function A from (9) usually has to be implemented by hand.
However, changing the rounding mode is often highly expensive (over hundred cycles). Therefore, addi-
tional gymnastics may be required in order to always work with respect to a fixed rounding mode. For
instance, if T is our current rounding mode, then we may take

v+ty=—((-2) +' (-v)),

since the operation = — —z is always exact (i.e. does not depend on the rounding mode). As a conse-
quence, interval arithmetic becomes slightly more expensive. By contrast, when releasing the condition
that centers of balls are computed using rounding to the nearest, we may replace (8) by

y=fl(z1,...,x1) (17)
and (9) by
Aly) = (lyl +"n) - (2¢).

Hence, ball arithmetic already allows us to work with respect to a fixed rounding mode. Of course,
using (17) instead of (8) does require to rethink the way ball arithmetic should be standardized.
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An alternative technique for avoiding changes in rounding mode exists when performing operations
on compound types, such as vectors or matrices. For instance, when adding two vectors, we may first add
all lower bounds while rounding downwards and next add the upper bounds while rounding upwards.
Unfortunately, this strategy becomes more problematic in the case of multiplication, because different
rounding modes may be needed depending on the signs of the multiplicands. As a consequence, matrix
operations tend to require many conditional parts of code when using interval arithmetic, with increased
probability of breaking the processor pipeline. On the contrary, ball arithmetic highly benefits from
parallel architecture and it is easy to implement ball arithmetic for matrices on top of existing libraries:
see [Rum99a] and section 6 below.

4.3 Quality

Besides the efficiency of ball and interval arithmetic for basic operations, it is also important to investigate
the quality of the resulting bounds. Indeed, there are usually differences between the sets which are
representable by balls and by intervals. For instance, when using the extended IEEE 754 arithmetic with
infinities, then it is possible to represent [1, 00| as an interval, but not as a ball.

These differences get more important when dealing with complex numbers or compound types, such as
matrices. For instance, when using interval arithmetic for reliable computations with complex numbers,
it is natural to enclose complex numbers by rectangles X +Yi, where X and Y are intervals. For instance,
the complex number z = 1 + i may be enclosed by

ze[l—eg,14+¢e]+[1—¢1+e¢li,
for some small number e. When using ball arithmetic, we would rather enclose z by
z € B(1+1i,¢).
Now consider the computation of u = z2. The computed rectangular and ball enclosures are given by

u € [—2e,2e] 4 [2 — 22,2 4 2¢]i + o(e)
u € B(2,V2¢) + o(e).

Consequently, ball arithmetic yields a much better bound, which is due to the fact that multiplication
by 1+1 turns the rectangular enclosure by 45 degrees, leading to an overestimation by a factor v/2 when
re-enclosing the result by a horizontal rectangle (see figure 1).
This is one of the simplest instances of the wrapping effect [Moo66]. For similar reasons, one may
prefer to compute the square of the matrix
01
- (00) 9

in B(D?*2, D) rather than B(ID,D)?*?, while using the operator norm (3) for matrices. This technique
highlights another advantage of ball arithmetic: we have a certain amount of flexibility regarding the
choice of the radius type. By choosing a simple radius type, we do not only reduce the wrapping effect,
but also improve the efficiency: when computing with complex balls in BJ[i], we only need to bound one
radius instead of two for every basic operation. More precisely, we replace (8) and (9) by

y = Yy, .. a)
= Re N ar, ... 20) + Am f)H (@, ..., ap)i
A(y) = (abs' (y) +' ) T (V2e).

On the negative side, generalized norms may be harder to compute, even though a rough bound often
suffices (e.g. replacing abs'(y) by |Rey| 4+ |Imy| in the above formula). In the case of matricial balls,
a more serious problem concerns overestimation when the matrix contains entries of different orders of
magnitude. In such badly conditioned situations, it is better to work in B(ID™*™, ID"*") rather than
B(D™*™ D). Another more algorithmic technique for reducing the wrapping effect will be discussed in
sections 6.4 and 7.5 below.
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Fig. 1. Illustration of the computation of z? using interval and ball arithmetic, for z = 1 + i.

4.4 Mathematical elegance

Even though personal taste in the choice between balls and intervals cannot be discussed, the elegance of
the chosen approach for a particular application can partially be measured in terms of the human time
which is needed to establish the necessary error bounds.

We have already seen that interval enclosures are particularly easy to obtain for monotonic real
functions. Another typical algorithm where interval arithmetic is more convenient is the resolution of a
system of equations using dichotomy. Indeed, it is easier to cut an n-dimensional block [aq,b1] X - -+ X
[@n, by] into 2™ smaller blocks than to perform a similar operation on balls.

For most other applications, ball representations are more convenient. Indeed, error bounds are usu-
ally obtained by perturbation methods. For any mathematical proof where error bounds are explicitly
computed in this way, it is generally easy to derive a certified algorithm based on ball arithmetic. We
will see several illustrations of this principle in the sections below.

Implementations of interval arithmetic often rely on floating point arithmetic with correct rounding.
One may question how good correct rounding actually is in order to achieve reliability. One major benefit
is that it provides a simple and elegant way to specify what a mathematical function precisely does at
limited precision. In particular, it allows numerical programs to execute exactly in the same way on many
different hardware architectures.

On the other hand, correct rounding does have a certain cost. Although the cost is limited for field
operations and elementary functions [Mul06], the cost increases for more complex special functions,
especially if one seeks for numerical methods with a constant operation count. For arbitrary computable
functions on R™, correct rounding even becomes impossible. Another disadvantage is that correct
rounding is lost as soon we perform more than one operation: in general, ¢! o fT and (g o f)! do not
coincide.

In the case of ball arithmetic, we only require an upper bound for the error, not necessarily the best
possible representable one. In principle, this is just as reliable and usually more economic. Now in an
ideal world, the development of numerical codes goes hand in hand with the systematic development
of routines which compute the corresponding error bounds. In such a world, correct rounding becomes
superfluous, since correctness is no longer ensured at the micro-level of hardware available functions, but
rather at the top-level, via mathematical proof.

5 The numerical hierarchy

Computable analysis provides a good high-level framework for the automatic and certified resolution of
analytic problems. The user states the problem in a formal language and specifies a required absolute or
relative precision. The program should return a numerical result which is certified to meet the requirement
on the precision. A simple example is to compute an e-approximation for , for a given € € D~

The MATHEMAGIX system [vdH+02b] aims the implementation of efficient algorithms for the certified
resolution of numerical problems. Our ultimate goal is that these algorithms become as efficient as more
classical numerical methods, which are usually non certified and only operate at limited precision. A naive
approach is to systematically work with computable real numbers. Although this approach is convenient
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for theoretical purposes in the area of computable analysis, the computation with functions instead of
ordinary floating point numbers is highly inefficient.

In order to address this efficiency problem, the MATHEMAGIX libraries for basic arithmetic on ana-
lytic objects (real numbers, matrices, polynomials, etc.) are subdivided into four layers of the so called
numerical hierarchy (see figure 2). We will illustrate this decomposition on the problem of multiplying
two n X n computable real matrices. The numerical hierarchy turns out to be a convenient framework for
more complex problems as well, such as the analytic continuation of the solution to a dynamical system.
As a matter of fact, the framework incites the developer to restate the original problem at the different
levels, which is generally a good starting point for designing an efficient solution.

Mathematical level

formal algorithm

Analytic problem Analytic solution

Reliable level

interval or ball arithmetic

Robust problem Certified solution

Numerical level

. numerical method i .
Numerical problem Approximate solution

Arithmetical level

ast arithmetic .
J Exact solution

Arithmetic problem

Fig. 2. The numerical hierarchy.

Mathematical level On the mathematical top level, we are given two computable real n X n matrices
A, B € (R®™)™*™ and an absolute error ¢ € D~. The aim is to compute e-approximations for all entries
of the product C' = AB.

The simplest approach to this problem is to use a generic formal matrix multiplication algorithm, using
the fact that R°™ is an effective ring. However, as stressed above, instances of R®™ are really functions,
so that ring operations in R®™ are quite expensive. Instead, when working at precision p, we may first
compute ball approximations for all the entries of A and B, after which we form two approximation
matrices A, B € B"*". The multiplication problem then reduces to the problem of multiplying two
matrices in B"*". This approach has the advantage that O(n?) operations on “functions” in R™ are
replaced by a single multiplication in B™*"™.

Reliable level The aim of this layer is to implement efficient algorithms on balls. Whereas the actual
numerical computation is delegated to the numerical level below, the reliable level should be able to
perform the corresponding error analysis automatically.

When operating on non-scalar objects, such as matrices of balls, it is often efficient to rewrite the
objects first. For instance, when working in fixed point arithmetic (i.e. all entries of A and B admit similar
orders of magnitude), a matrix in B™*" may also be considered as a matricial ball in B(ID"*™ D) for
the matrix norm || - ||oo. We multiply two such balls using the formula

B(x,r) - B(y, s) = Blay, [n((l|z]loo +r)s +llyllee)]),

which is a corrected version of (7), taking into account that the matrix norm || - ||, only satisfies
llzy]loo < 1|Z]|o0||¥]|oo- Whereas the naive multiplication in B™*™ involves 4n® multiplications in D, the
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new method reduces this number to n3 + 2n?: one “expensive”’ multiplication in D™*™ and two scalar
multiplications of matrices by numbers. This type of tricks will be discussed in more detail in section 6.4
below.

Essentially, the new method is based on the isomorphism

B(D, D)nxn o~ B(ann, D)
A similar isomorphism exists on the mathematical level:
(]RCOm)nX’I’L g (Rnxn)com

As a variant, we directly may use the latter isomorphism at the top level, after which ball approximations
of elements of (R™*™)°™ are already in B(D"*", D).

Numerical level Being able to perform an automatic error analysis, the actual numerical computations
are done at the numerical level. In our example, we should implement an efficient algorithm to multiply
two matrices in D™*". In single or double precision, we may usually rely on highly efficient numerical
libraries (BLAS, LAPACK, etc.). In higher precisions, new implementations are often necessary: even
though there are efficient libraries for multiple precision floating point numbers, these libraries usually
give rise to a huge overhead. For instance, when using MpPFR [HLRZ00] at double precision, the overhead
with respect to machine doubles is usually comprised between 10 and 100.

When working with matrices with multiple precision floating point entries, this overhead can be
greatly reduced by putting the entries under a common exponent using the isomorphism

DXn — (ZQZ)an ~ ann2Z.

This reduces the matrix multiplication problem for floating point numbers to a purely arithmetic problem.
Of course, this method becomes numerically unstable when the exponents differ wildly; in that case, row
preconditioning of the first multiplicand and column preconditioning of the second multiplicand usually
helps.

Arithmetic level After the above succession of reductions, we generally end up with an arithmetic problem
such as the multiplication of two n X n matrices in Z™*"™. The efficient resolution of this problem for all
possible n and integer bit lengths p is again non-trivial.

Indeed, libraries such as GMP [Gra91] do implement Schonhage-Strassen’s algorithm [SS71] algorithm
for integer multiplication. However, the corresponding naive algorithm for the multiplication of matrices
has a time complexity O(I(p)n?), which is far from optimal for large values of n.

Indeed, for large n, it is better to use multi-modular methods. For instance, choosing sufficiently
many small primes q1,...,q < 232 (or 264) with ¢ - - g > 2n4P, the multiplication of the two integer
matrices can be reduced to k multiplications of matrices in (Z/¢;Z)™*"™. Recall that a 2p-bit number can
be reduced modulo all the ¢; and reconstructed from these reductions in time O(I(p)log p). The improved
matrix multiplication algorithm therefore admits a time complexity O(pn® + n2I(p)logp) and has been
implemented in LINBOX [DGG+02b,DGG+02a], MATHEMAGIX and several other systems. FFT-based
methods achieve similar practical time complexities O(pn® +n2I(p)) when n and p are of the same order
of magnitude.

6 Reliable linear algebra

In this section, we will start the study of ball arithmetic for non numeric types, such as matrices. We will
examine the complexity of common operations, such as matrix multiplication, linear system solving, and
the computation of eigenvectors. Ideally, the certified variants of these operations are only slightly more
expensive than the non certified versions. As we will see, this objective can sometimes be met indeed.
In general however, there is a trade-off between the efficiency of the certification and its quality, i.e.
the sharpness of the obtained bound. As we will see, the overhead of bound computations also tends to
diminish for increasing bit precisions p.
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6.1 Matrix multiplication

Let us first consider the multiplication of two n x n double precision matrices
M,N € Bglf{lz.

Naive strategy The simplest multiplication strategy is to compute M N using the naive symbolic formula

n
(MN)ix =Y M; ;Njp. (19)

j=1

Although this strategy is efficient for very small n, it has the disadvantage that we cannot profit from
high performance BLAS libraries which might be available on the computer.

Revisited naive strategy Reconsidering M and N as balls with matricial radii
M, N € B( gf,?z» glxﬁ)a
we may compute M N using
MN = B([McNJ', [|[ M| Ny + M (INe| + Ny) + ne| M| [N[]T), (20)

where | M| is given by |M|; ; = |M; ;|. A similar approach was first proposed in [Rum99a]. Notice that the
additional term ne|M.|-T |N,| replaces A(M N). This extra product is really required: the computation of
(M.N¢.); ; may involve cancellations, which prevent a bound for the rounding errors to be read off from
the end-result. The formula (20) does assume that the underlying BLAS library computes M.N. using
the naive formula (19) and correct rounding, with the possibility to compute the sums in any suitable
order. Less naive schemes, such as Strassen multiplication [Str69], may give rise to additional rounding
errors.

Fast strategy The above naive strategies admit the disadvantage that they require four non certified
n X n matrix products in Dg;75. If M and N are well-conditioned, then the following formula may be

used instead:

MN = B(M.N,, R) (21)
Rige = [I(M; )l (N ) |+ (M) IHN- kel + mell (M el (N, Dell]T (22)

where M; . and N. ;, stand for the i-th row of M and the k-th column of N. Since the O(n) norms can be
computed using only O(n?) operations, the cost of the bound computation is asymptotically negligible
with respect to the O(n?) cost of the multiplication M.N..

Hybrid strategy For large n x n matrices, chances increase that M or IV gets badly conditioned, in which
case the quality of the error bound (22) decreases. Nevertheless, we may use a compromise between the
naive and the fast strategies: fix a not too small constant K, such as K = 16, and rewrite M and N
as [z x [#] matrices whose entries are K x K matrices. Now multiply M and N using the revisited
naive strategy, but use the fast strategy on each of the K x K block coefficients. Being able to choose
K, the user has an explicit control over the trade-off between the efficiency of matrix multiplication and
the quality of the computed bounds.

As an additional, but important observation, we notice that the user often has the means to perform
an “a posteri quality check”. Starting with a fast but low quality bound computation, we may then
check whether the computed bound is suitable. If not, then we recompute a better bound using a more
expensive algorithm.

High precision multiplication Assume now that we are using multiple precision arithmetic, say M, N € Bj*".
Computing M N using (20) requires one expensive multiplication in D *™ and three cheap multiplications
in Dg". For large p, the bound computation therefore induces no noticeable overhead.
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6.2 Matrix inversion

Assume that we want to invert an n x n ball matrix M € Bp*". This a typical situation where the
naive application of a symbolic algorithm (such as gaussian elimination or LR-decomposition) may
lead to overestimation. An efficient and high quality method for the inversion of M is called Hansen’s
method [HS67,Mo066]. The main idea is to first compute the inverse of M, using a standard numerical
algorithm. Only at the end, we estimate the error using a perturbative analysis. The same technique can
be used for many other problems.

More precisely, we start by computing an approximation N. € Dp*" of (M.)~!. Putting N =
B(N,,0), we next compute the product M N using ball arithmetic. This should yield a matrix of the
form 1 — E, where F is small. If E is indeed small, say ||E| < 27?/2, then

=]

l1-B) " 1B < A=
[ ]E]

(23)

Denoting by 2, the n x n matrix whose entries are all 5(0,1), we may thus take

1-E)y'=1+E+ mﬁn.
1—|E]
Having inverted 1 — E, we may finally take M ~! = N(1— E)~!. Notice that the computation of || E|| can
be quite expensive. It is therefore recommended to replace the check || E|| < 2-P/2 by a cheaper check,
such as n||Eljo < 27P/2.
Unfortunately, the matrix F is not always small, even if M is nicely invertible. For instance, starting
with a matrix M of the form

with K large, we have

1 —K°
M= 1 K2
—-K
1

Computing (M.)~! using bit precision p, this typically leads to
|E|| ~ K"—t27P,

In such cases, we rather reduce the problem of inverting 1 — E to the problem of inverting 1 — E?, using
the formula

(1-E)'=01+E)01-E)"" (24)

More precisely, applying this trick recursively, we compute E2, E4, E®, ... until ||E2k|| becomes small
(say ||E2k | < 27/2) and use the formula

(1-B)™ = 1+E)1+E) - (1+EY )(1-E")"! (25)
1B |2

1—py =y g2y 120
=B =1 B e

We may always stop the algorithm for 28 > n, since (J, x — 1)® = 0. We may also stop the algorithm
whenever HEzk || > 1 and HEzk = ||E2k_1 ||, since M usually fails to be invertible in that case.
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In general, the above algorithm requires O(logm) ball n x n matrix multiplications, where m is the
size of the largest block of the kind Jg ., in the Jordan decomposition of M. The improved quality
therefore requires an additional O(logn) overhead in the worst case. Nevertheless, for a fixed matrix M
and p — oo, the norm || E|| will eventually become sufficiently small (i.e. 277/2) for (23) to apply. Again,
the complexity thus tends to improve for high precisions. An interesting question is whether we can avoid
the ball matrix multiplication M N altogether, if p gets really large. Theoretically, this can be achieved
by using a symbolic algorithm such as Gaussian elimination or LR-decomposition using ball arithmetic.
Indeed, even though the overestimation is important, it does not depend on the precision p. Therefore,
we have (M 1), = O(27P) and the cost of the bound computations becomes negligible for large p.

6.3 Eigenproblems

Let us now consider the problem of computing the eigenvectors of a ball matrix M € B)*", assuming
for simplicity that the corresponding eigenvalues are non zero and pairwise distinct. We adopt a similar
strategy as in the case of matrix inversion. Using a standard numerical method, we first compute a
diagonal matrix A € D" and an invertible transformation matrix 7" € Dy*™, such that

T 'M.T ~ A. (26)

The main challenge is to find reliable error bounds for this computation. Again, we will use the technique
of small perturbations. The equation (26) being a bit more subtle than M.N, ~ 1, this requires more
work than in the case of matrix inversion. In fact, we start by giving a numerical method for the iterative
improvement of an approximate solution. A variant of the same method will then provide the required
bounds. Again, this idea can often be used for other problems. The results of this section are work in
common with B. MOURRAIN and PH. TREBUCHET; in [vdHMT], an even more general method is given,
which also deals with the case of multiple eigenvalues.
Given M close to M,, we have to find T close to T and A close to A, such that

T'MT = A. (27)
Putting

T=T(1+E)

A= A1+ A)

N=T"'MT

H=N-A

this yields the equation
(1+E)"'N(1+E)=A(1+A4).

Expansion with respect to F yields

1 B
L NA+B =Na+BE) - -Z Na+E
A+ E) =N+ E) = NI+ E)

2
B2 E
1+E  1+E
2
B? . E
1+E  1+FE
= N +[4,E] + O([H, E]) + O(E?).

=N+ NE—-EN + NE

= N+[AE|+[HE] + NE (28)

Forgetting about the non-linear terms, the equation

(B, A]+ AA = H
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admits a unique solution

0 otherwise

Hiisei_

A4 .= Al,z e = J

1,7 .
0  otherwise

Hij oo g
Eij; = { Aj—Ais ity #i

Setting

/A

1 1
nn(/l)max{max{mj)j_/lmzl i<j<n},max{/1i’i :lgign}},

it follows that
max{[| E|, | All} < rvn| H]| (29)

Setting 7" = T(1 + E), A' = A(1 4+ A) and H' = (T'")~*MT' — A’, the relation (28) also implies
2

1+FE

(A+H) - —L (A1 B)E.

H =[H E
[H, E] + B

Under the additional condition ||E| < 3, it follows that

1E'|| < BIIH B + 4] ][ All (30)

For sufficiently small H, we claim that iteration of the mapping @ : (T, A) — (T’, A’) converges to a
solution of (27).

Let us denote (T, AR)) = &*(T, A), H®) = (T®F))=1MTF — AF) and let (E*®), A®)) be such that
Tk = 7R (1 + ER)) and A*+D = AR (1 + AK)). Assume that

1111 < G (31)
and let us prove by induction over k that
1) < 27" H)| (32)
1A < 2/|A] (33)
max{| BV, AP} < 2v/nx|HP| (34)
1
IS

This is clear for k = 0, so assume that k > 0. In a similar way as (30), we have

IO < S EEDEED ] + 4 BED 2%, (35)

Using the induction hypotheses and x||A|| > 1, it follows that
IEM ) < (34 16v/nx| A EX V|| 2]
1
< Z||H*D

which proves (32). Now let X*) be such that
AR — A1+ A(O)) (14 A(k—l))
= A1+ £,
From (34), it follows that

1

I <
Ak All
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On the one hand, this implies (33). On the other hand, it follows that
k(AP < 2,

whence (29) generalizes to (34). This completes the induction and the linear convergence of |H®)| to
zero. In fact, the combination of (34) and (35) show that we even have quadratic convergence.

Let us now return to the original bound computation problem. We start with the computation of
H =T~ 'MT— A using ball arithmetic. If the condition (31) is met (using the most pessimistic rounding),
the preceding discussion shows that for every M € M (in the sense that M” € M, ; for all ¢,7), the
equation (27) admits a solution of the form

T=T1+7)=T01+E")Q+EWD)...
A=AQ+2)= A1+ A1 4 AW)...

with
max{||E®) |, |A®) |} < 2'7FV/ns| H],
for all k. It follows that
max{|[ 7|, || 2]} < 0 := 6v/nx||H|.
We conclude that

T e T +n1%2,)
AeB(1,n)A

We may thus return (7°(1 + n{2,),B(1,7)A) as the solution to the original eigenproblem associated to
the ball matrix M.

The reliable bound computation essentially reduces to the computation of three matrix products
and one matrix inversion. At low precisions, the numerical computation of the eigenvectors is far more
expensive in practice, so the overhead of the bound computation is essentially negligible. At higher
precisions p, the iteration (T, A) — ®(T, A) actually provides an efficient way to double the precision of
a numerical solution to the eigenproblem at precision p/2. In particular, even if the condition (31) is not
met initially, then it usually can be enforced after a few iterations and modulo a slight increase of the
precision. For fixed M and p — oo, it also follows that the numerical eigenproblem essentially reduces to
a few matrix products. The certification of the end-result requires a few more products, which induces a
constant overhead. By performing a more refined error analysis, it is probably possible to make the cost
certification negligible, although we did not investigate this issue in detail.

6.4 Matricial balls versus ball matrices

In section 4.3, we have already seen that matricial balls in B(ID"*" D) often provide higher quality error
bounds than ball matrices in B(ID, ID)"*™ or essentially equivalent variants in B(ID"*", ID™*"). However,
ball arithmetic in B(D"*", D) relies on the possibility to quickly compute a sharp upper bound for
the operator norm || M| of a matrix M € D™*". Unfortunately, we do not know of any really efficient
algorithm for doing this.

One expensive approach is to compute a reliable singular value decomposition of M, since ||M||
coincides with the largest singular value. Unfortunately, this usually boils down to the resolution of the
eigenproblem associated to M*M, with a few possible improvements (for instance, the dependency of
the singular values on the coefficients of M is less violent than in the case of a general eigenproblem).

Since we only need the largest singular value, a faster approach is to reduce the computation of || M ||
to the computation of ||M*M]||, using the formula

[M]] =/ (| M.

Applying this formula k times and using a naive bound at the end, we obtain

1M < */nll(M# 20
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This bound has an accuracy of ~ k — O(logyn) bits. Since M*M is symmetric, the & — 1 repeated
squarings of M*M only correspond to about g matrix multiplications. Notice also that it is wise to
renormalize matrices before squaring them, so as to avoid overflows and underflows.

The approach can be speeded up further by alternating steps of tridiagonalization and squaring.
Indeed, for a symmetric tridiagonal matrix D, the computation of D? and its tridiagonalization only
take O(n) steps instead of O(n?) for a full matrix product. After a few k& = O(n?) steps of this kind,
one obtains a good approximation p of ||D]|. One may complete the algorithm by applying an algorithm
with quadratic convergence for finding the smallest eigenvalues of D — pu. In the lucky case when D has
an isolated maximal eigenvalue, a certification of this method will provide sharp upper bounds for || D||
in reasonable time.

Even after the above improvements, the computation of sharp upper bounds for ||M|| remains quite
more expensive than ordinary matrix multiplication. For this reason, it is probably wise to avoid ball
arithmetic in B(ID™*™, D) except if there are good reasons to expect that the improved quality is really
useful for the application in mind.

Moreover, when using ball arithmetic in B(ID"*™, ID™*™) it is often possible to improve algorithms in
ways to reduce overestimation. When interpreting a complete computation as a dag, this can be achieved
by minimizing the depth of the dag, i.e. by using an algorithm which is better suited for parallelization.
Let us illustrate this idea for the computation of the k-th power M”* of a matrix M. When using Horner’s
method (multiply the identity matrix k times by M), we typically observe an overestimation of O(k)
bits (as for the example (18)). If we use binary powering, based on the rule

Mk = Ml.k/QJM“C/Z], (36)

then the precision loss drops down to O(log k) bits. We will encounter a less obvious application of the
same idea in section 7.5 below.

7 Reliable power series arithmetic

7.1 Ball series versus serial balls

There are two typical applications of power series f € R][z]] or f € CJ[[z]] with certified error bounds.
When f occurs as a generating function in a counting problem or random object generator, then we are
interested in the computation of the coefficients f, for large n, together with reliable error bounds. A
natural solution is to systematically work with computable power series with ball coefficients in B,[[z]]*°™.
For many applications, we notice that p is fixed, whereas n > p may become very large.

The second typical application is when f € C[[z]] is the local expansion of an analytic function on a
disk B(0, p) and we wish to evaluate f at a point z with |z| < p. The geometric decrease of | f,2"| implies
that we will need only n = O(p) coefficients of the series. In order to bound the remaining error using
Cauchy’s formula, we do not only need bounds for the individual coefficients f,,, but also for the norm
| f||, defined in (4). Hence, it is more natural to work with serial balls in B(ID,[i][[z]]°*™, Dg4), while
using the || - ||, norm. Modulo a rescaling f(z) — f(pz), it will be convenient to enforce p = 1. In order
to compute sharp upper bounds [f] for ||f]| = ||f|l1, it will also be convenient to have an algorithm
which computes bounds [ f,,.] for the tails

fn; = fnz" + fn+1zn+1 + -
Compared to the computation of the corresponding head
fn=fot -t famr2"

we will show in section 7.4 that the computation of such a tail bound is quite cheap.

Again the question arises how to represent f., in a reliable way. We may either store a global upper
bound for the error, so that f.,, € B(ID,li][#], D), or compute individual bounds for the errors, so that
fin € Bli]p[z]. If our aim is to evaluate f at a point z with |z| ~ 1, then both representations P € BJ[i],[#]
and P = B(P.,||P:|lc) € B(D,[i][z],De4) give rise to evaluations P(z), P(z) € Bli], with equally
precise error bounds. Since the manipulation of global error bounds is more efficient, the corresponding
representation should therefore be preferred in this case. In the multivariate case, one has the additional
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benefit that “small” coefficients f;z* (e.g. | fi| < €]/ f]|) can simply be replaced by a global error B(0, | f;|),
thereby increasing the sparsity of f. On the other hand, individual error bounds admit the advantage
that rescaling f(z) — f(Az) is cheap. If we suddenly find out that f is actually convergent on a larger
disk and want to evaluate f at a point z with |z| > 1, then we will not have to recompute the necessary
error bounds for f,, from scratch.

Serial ball representations similar to what has been described above are frequently used in the area
of Taylor models [MB96,MB04| for the validated long term integration of dynamical systems. In the
case of Taylor models, there is an additional twist: given a dynamical system of dimension d, we not
only compute a series expansion with respect to the time ¢, but also with respect to small perturbations
€1,...,Eq of the initial conditions. In particular, we systematically work with power series in several
variables. Although such computations are more expensive, the extra information may be used in order
to increase the sharpness of the computed bounds. A possible alternative is to compute the expansions
in €1,...,&4 only up to the first order and to use binary splitting for the multiplication of the resulting
Jacobian matrices on the integration path. This approach will be detailed in section 7.5.

7.2 Reliable multiplication of series and polynomials

In order to study the reliable multiplication of series f and g, let us start with the case when f,g €
B(D,][[#]]°°™, Dg4), using the sup-norm on the unit disk. We may take

= fg=B(fege I felllgrll + 11 Clgell + llge 1) + 1),

where h, = f:g; stands for a d-approximation of f.g.. Since h. is really a numeric algorithm for the
computation of its coefficients, the difficulty resides in the fact that § has to be chosen once and for
all, in such a way that the bound ||h. — feg.|| will be respected at the limit. A reasonable choice is
§ = || fellllgell- We next distribute this error over the infinity of coefficients: picking some « < 1, each
coefficient (h.), is taken to be an [(1 — a)a™d]-approximation of f.g.. Of course, these computation may
require a larger working precision than p. Nevertheless, f and g are actually convergent on a slightly
larger disk B(0, p). Picking o = 1/p, the required increase of the working precision remains modest.

Let us now turn our attention to the multiplication of two computable series f, g € B, [[2]]°°™ with ball
coefficients. Except for naive power series multiplication, based on the formula (fg), =, , j=n figj, most
other multiplication algorithms (whether relaxed or not) use polynomial multiplication as a subalgorithm.
We are thus left with the problem of finding an efficient and high quality algorithm for multiplying
two polynomials P,Q € B,[z] of degrees < n. In order to simplify the reading, we will assume that
Py, P,_1,Q,Qn_1 are all non-zero.

As in the case of matrix multiplication, there are various approaches with different qualities, efficien-
cies and aptitudes to profit from already available fast polynomial arithmetic in D, [z]. Again, the naive
O(n?) approach provides almost optimal numerical stability and qualities for the error bounds. However,
this approach is both slow from an asymptotic point of view and unable to rely on existant multiplication
algorithms in D, [z].

If the coefficients of P and @ are all of the same order of magnitude, then we may simply convert P
and @ into polynomial balls in B(ID,[z], D) for the norm || - || and use the following crude formula
for their multiplication:

PQ = B(P.Qu, [l| Pl sc|Qr [l e + 0| P oo (1Qello + 1Qnllo) + 611, (37)

where IB;ZZ/C stands for a §-approximation of P.Q.. In other words, we may use any efficient multiplication
algorithm in ID,,[2] for the approximation of P.Q)., provided that we have a means to compute a certified
bound § for the error.

In our application where P and @ correspond to ranges of coefficients in the series f and g, we usually
have P; ~ Pop;i and Q; =~ Qop;i for the convergence radii py and p, of P and Q. In order to use (37),
it is therefore important to scale P(z) — P(z/p) and Q(z) — Q(z/p) for a suitable p. If we are really
interested in the evaluation of fg at points z in a disk B(0,r), then we may directly take p = r. In we
are rather interested in the coefficients of fg, then p = min(py, py) is the natural choice. However, since
ps and pg are usually unknown, we first have to compute suitable approximations for them, based on
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the available coefficients of P and Q. A good heuristic approach is to determine indices i < n/2 < j such
that

j—i k—i

&
P

B

<|3

for all k, and to take

1
Jj—i

P;
pPf = P

as the approximation for ps. Recall that the numerical Newton polygon of Np is the convex hull of all
points (i,log | P;| — X) € R? with A > 0. Consider the edge of Np whose projection on the z-axis contains
n/2. Then i and j are precisely the extremities of this projection, so they can be computed in linear
time.

For large precisions n = O(p), the scaling algorithm is both very efficient and almost of an optimal
quality. For small p and large n, there may be some precision loss which depends on the nature of the
smallest singularities of f and g. Nevertheless, for many singularities, such as algebraic singularities, the
precision loss is limited to O(logn) bits. For a more detailed discussion, we refer to [vdH02a, Section 6.2].

In other applications, where P and () are not obtained from formal power series, it is usually in-
sufficient to scale using a single factor p. This is already the case when multiplying P = 1 + z and
Q =1+ 60z for small § < ¢,, since the error bound for (PQ)2 = § exceeds €,. One possible remedy is
to “precondition” P and @) according to their numerical Newton polygons and use the fact that Npg is
close to the Minkowski sum Np + Ng.

More precisely, for each 4, let (Np); > 0 denote the number such that (i,log(Np);) lies on one of the
edges of Np. Then (Np); is of the same order of magnitude as P;, except for indices for which P; is small
“by accident”. Now consider the preconditioned relative error

vp = max (Pi).
i+ (Np);
and similarly for . Then
[(PQ)i]r < n(vp +vo +vpr)(Np + Noi, (38)

if PQ is computed using infinite precision ball arithmetic. Assuming a numerically stable multiplication
algorithm for the centers, as proposed in [vdHO08a], and incorporating the corresponding bound for the
additional errors into the right hand side of (38), we thus obtain an efficient way to compute an upper
bound for (PQ),.

Notice that the numerical Newton polygon Np has a close relation to the orders of magnitudes of
the roots of P. Even though the error bounds for some “accidentally small” coefficients (PQ); may be
bad for the above method, the error bounds have a good quality if we require them to remain valid for
small perturbations of the roots of PQ.

7.3 Reliable series division and exponentiation

The algorithms from the previous section can in particular be used for the relaxed multiplication of two
ball power series f,g € Bp[[2]]°°™. In particular, using the implicit equation

g=1+zfyg, (39)

this yields a way to compute g = (1 — zf)~!. Unfortunately, the direct application of this method leads
to massive overestimation. For instance, the computed error bounds for the inverses of

B 1
T 1—32—222
_ 1

T 1 —3z+ 222

g
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coincide. Indeed, even when using a naive relaxed multiplication, the coefficients of g and h are computed
using the recurrences

Gn = 3gn—1 + 2gn—2
hn = 3hn—1 - 2hn—27

but the error bound ¢, for g, and h,, is computed using the same recurrence

€n = 3Ep_1+ 2871—2’

starting with €9 ~ €,. For n — oo, it follows that g, ~ Aa™ and &, ~ Aep,a™ for some A, where

a ~ (0.281 is the smallest root of 1 —3a —2a2. Hence the error bound for g, is sharp. On the other hand,
hy ~ pB™ for some u, where 8 = % is the smallest root of 1 — 33 + 23%. Hence, the error bound &, is
nlog,(5/a) bits too pessimistic in the case of h. The remedy is similar to what we did in the case of
matrix inversion. We first introduce the series

1

J— com
o=1=57 € DIl
P Zf -1 5 com
p=E U ¢ g
and next compute g using
g
1— 21’

where 1 — 29 is inverted using the formula (39). This approach has the advantage of being compatible
with relaxed power series expansion and it yields high quality error bounds.

Another typical operation on power series is exponentiation. Using relaxed multiplication, we may
compute the exponential g of an infinitesimal power series f € zIB,[[2]]°®™ using the implicit equation

g=1+ /f’g, (40)

where fstands for “distinguished integration” in the sense that ( f h)o = 0 for all h. Again, one might
fear that this method leads to massive overestimation. As a matter of fact, it usually does not. Indeed,
assume for simplicity that f,. = 0, so that f € D,[[z]]. Recall that |f| denotes the power series with
|f]n = |fn|- Roughly speaking, the error bound for g,, when computed using the formula (40) will be
the coefficient ¢,, of the power series € = exp(e,|f|). Since |f| has the same radius of convergence as f,
it directly follows that the bit precision loss is sublinear o(n). Actually, the dominant singularity of |f|
often has the same nature as the dominant singularity of f. In that case, the computed error bounds
usually become very sharp. The observation generalizes to the resolution of linear differential equations,
by taking a square matrix of power series for f.

7.4 Automatic tail bounds

In the previous sections, we have seen various reliable algorithms for the computation of the expansion f.,,
of a power series f € C][z]] up till a given order n. Such expansions are either regarded as ball polynomials
in BJi],[z] or as polynomial balls in B(ID,[i][z], Dgs). Assuming that f is convergent on the closed unit
disk B(0,1), it remains to be shown how to compute tail bounds [[ f,.]. We will follow [vdHO7b]. Given
a ball polynomial P, then we notice that reasonably sharp upper and lower bounds [P] and |P]
for P can be obtained efficiently by evaluating P at O(deg P) primitive roots of unity using fast Fourier
transforms [vdHO7b, Section 6.2].

We will assume that the series f is either an explicit series, the result of an operation on other power
series or the solution of an implicit equation. Polynomials are the most important examples of explicit
series. Assuming that f is a polynomial of degree < d, we may simply take

T fudl i< d
Mol = {O otherwise ’ (41)
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where

fn# ::fnzn +—---+—f&,1zd_1.

For simple operations on power series, we may use the following bounds:

T+ 9mll = Tfinl + Tgnll (
M(f - 9);nﬂ = ”—f,nﬂ + ”—g;n-ﬂ (43
M(f ;nﬂ = an,ﬂ(ﬁg,nﬂ + ”—gn;ﬂ) + ”—f,nﬂ ”—gn;-” + W(f;ng;n)n;-” (

(

9)
/f)n’ﬂ = ! ”—fn;-ﬂ7

n+1

I(

where
n—1 n—1
[(fingin)n: 1| < Z |.fil ( Z |gl|>
k=0 l=n—k

can be computed in time O(n). Due to possible overestimation, division has to be treated with care.
Given an infinitesimal power series € and

1
f - 1 _ E’
so that
1+efin— fin
fn;: 44414444;,7
— &
we take

[(efin)n: ]
11 =&+ B(0, [en, D]’

[fni]l = (46)
where [(£f.n)n; ] is computed using (44).

Let &(f) be an expression which is constructed from f and polynomials, using the ring operations
and distinguished integration (we exclude division in order to keep the discussion simple). Assume that

each coefficient @(f),, only depends on the previous coefficients fo, ..., fr,—1 of f and not on f,, fr—1,....
Then the sequence 0, (0),d2(0), ... tends to the unique solution f of the implicit equation
f=2(f), (47)

Moreover, #¥(0),, = f, for any k& > n. In (39) and (40), we have already seen two examples of implicit
equations of this kind.

The following technique may be used for the computation of tail bounds [[f,.]. Given ¢ € DZ and
assuming that [f,.] < ¢, we may use the rules (41-46) in order to compute a “conditional tail bound”
[®(f)n:lcl for ||P(f)n:|l. Mathematically speaking, this bound has the property that for any power
series g with ¢., = f., and ||gn;|| < ¢, we have ||2(9)n:|| < [P(g)n:|c]. If [@(g)n:|c] < ¢, then it follows
that [|[@™ (f.,)]:n]| < c for all k. Given any disk B(0, p) with p < 1, it follows that |®#®)(f,,) — f|, <
2cp" /(1 — p) for any k > n, since ) (f.,)) — f = O(z*). In other words, ¥ (f.,) uniformly converges
to f on B(0, p). Therefore, ||fn:ll, < c and || fp.|| < ¢, by letting p — 1.

Let us now consider the mapping ¢ : ¢ — [@(f)n|c] and assume that ¢ involves no divisions. When
computing [P(f)n:|c]| using infinite precision and the rules (41-44), we notice that ¢ is a real analytic
function, whose power series expansion contains only positive coefficients. Finding the smallest ¢ with
(c) < c¢ thus reduces to finding the smallest fixed point cgy of ¢, if such a fixed point exists. We may
use the secant method:

co:=0
c1 = p(cp)

pler) — ck
i1 — @(Cry1) + @(er) — ek

Ckt2 ‘= CL + (Chy1 — ck)
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If e 41 < ¢ for some k or if k exceeds a given threshold K, then the method fails and we set [[ f,,, ]| = +oc.
Otherwise, ¢ converges quadratically to cgx. As soon as |cx+1/cr — 1| < g, for some given £ > 0, we check
whether ¢(Gax) < éax for éax = 2¢x4+1 — ¢k, in which case we stop. The resulting ¢ay is an approximation
of ¢y with relative accuracy € > 0.

Assuming that ¥(f),, has been computed for every subexpression of @, we notice that the computa-
tion of [[@(f)n;|c] only requires O(ns) floating point operations, where s is the size of ¢ as an expression.
More generally, the evaluation of [@(f)n|c;] for k different hypotheses c1, ..., ¢ only requires O(nsk)
operations, since the heads ¥(f)., do not need to be recomputed. Our algorithm for the computation of
¢hix therefore requires at most O(nsK) floating point operations. Taking K = o(R(n)/n), it follows that
the cost of the tail bound computation remains negligible with respect to the series expansion itself.

The approach generalizes to the case when f is a vector or matrix of power series, modulo a more
involved method for the fixed point computation [vdHO07b, Section 6.3]. If f is indeed convergent on
B(0, 1), then it can also be shown that ¢ indeed admits a fixed point if n is sufficiently large.

7.5 Long term integration of dynamical systems

Let us now consider a dynamical system

=10+ / a(f), (43)

where f is a vector of d unknown complex power series, f(0) € B[i]g, and @ an expression built up

from the entries of f and polynomials in D, [i][2] using the ring operations. Given ¢t € D[i] \ {0}, denote
by f.x: the scaled power series f(tz) and by f.;; the shifted power series f(t + z), assuming that f
converges at t. Also denote by @,,; and @,,; the expressions which are obtained when replacing each
polynomial P in @ by P, resp. P,4;. Then f,x; and f,4; satisfy

fzxt:f(0)+t/¢zxt(fzxt) (49)
fore = f(t) + /¢z+t(fz+t) (50)

Since (48) is a particular case of an implicit equation of the form (47), we have an algorithm for the
computation of tail bounds [ f,.] € (DZ, U {o0})? for f on B(0,1). Modulo rescaling (49), we may also
compute tail bounds [ f,;], on more general disks B(0, p).

Assume that we want to integrate (48) along the real axis, as far as possible, and performing all
computations with an approximate precision of p bits. Our first task is to find a suitable initial step size
t and evaluate f at t. Since we require a relative precision of approximately p bits, we roughly want to
take t =~ ps/2, where py is the radius of convergence of f, and evaluate the power series f up to order
n ~ p. We thus start by the numerical computation of f,,. and the estimation p; of p¢, based on the
numerical Newton polygon of f,.. Setting ¢ := p7/2, we next compute a tail bound [ fy;],. This bound
is considered to be of an acceptable quality if

Tfly < el finl,-

In the contrary case, we keep setting ¢ := t/2 and recomputing [ f,;],, until we find a bound of acceptable
quality. It can be shown [vdHO7b] that this process ultimately terminates, when p is sufficiently large.
We thus obtain an appropriate initial step size ¢ which allows us to compute a J-approximation of f(t)
with 8 = 26, [ fin |, + (fin(t))r-

In principle, we may now perform the translation z — ¢ + z and repeat the analytic continuation
process using the equation (50). Unfortunately, this approach leads to massive overestimation. Indeed,
if the initial condition f(0) is given with relative precision 7, then the relative precisions of the com-
puted coefficients fj, are typically a non trivial factor times larger than 7, as well as the next “initial
condition” f(¢) at t. Usually, we therefore lose O(1) bits of precision at every step.

One remedy is the following. Let A = Ap; be the analytic continuation operator which takes an
initial condition ¢ € C? on input and returns the evaluation f(t) € C? of the unique solution to (48)
with f(0) = c¢. Now instead of computing f,, using a ball initial condition f(0) € ]B[i]g, we rather use its
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center f(0). as our initial condition and compute A(f(0).) using ball arithmetic. In order to obtain a
reliable error bound for f(t), we also compute the Jacobian Ja of A at f(0). using ball arithmetic, and
take

F(t) = A(f(0)e) + B0, [Ja(£(0)e) £(0):]").

The Jacobian can either be computed using the technique of automatic differentiation [BS83] or using
series with coefficients in a jet space of order one.

With this approach A(f(0).) is computed with an almost optimal p-bit accuracy, and Ja(f(0).)
with an accuracy which is slightly worse than the accuracy of the initial condition. In the lucky case
when Ja(f(0).) is almost diagonal, the accuracy of f(¢) will therefore be approximately the same as
the accuracy of f(0). However, if Jao(f(0).) is not diagonal, such as in (18), then the multiplication
JA(f(0).)f(0), may lead to overestimation. This case may already occur for simple linear differential

equations such as
(2)=()+ () () o

and the risk is again that we lose O(1) bits of precision at every step.
Let us describe a method for limiting the harm of this manifestation of the wrapping effect. Consider
the analytic continuations of f at successive points 0 =ty < t; < - -+ <t and denote

Ji = JA%’—LH (f(tifl)c)’ 1= ]-7"~ak~
Instead of computing the error at ¢; due to perturbation of the initial condition f(0) using the formula

[F(0)r PO = T (Jia (o JLf(0)r .. ),

we may rather use the formula

[F(0), P = (Jydpor -+ J1) F(O),,

where matrix chain products are computed using a variant of binary powering (36):

Jj-Ji= (T gy 2)+) T Ltay ) - Ji)-
In order to be complete, we also have to take into account the additional error d;, which occurs during
the computation of Ay, 1, (f(¢i—1)c). Setting 69 = f(0),, we thus take

When using this algorithm, at least in the case of simple systems such as (51), the precision loss at step
k will be limited to O(log k) bits. Notice that we benefit from the fact that the Jacobian matrices remain
accurate as long as the initial conditions remain accurate.

Although we have reduced the wrapping effect, the asymptotic complexity of the above algorithm is
cubic or at least quadratic in k when evaluating (52) using a binary splitting version of Horner’s method.
Let us now describe the final method which requires only O(klog k) matrix multiplications up till step
k. For 0 < i < j, we define

5i7j = 5j—1 + Jj—l(sj—Q + -+ (Jj_l ce J’L+1)6’L
Jij=Jj—1Ji,

where Jy = 1. At stage i = 2°* 4 .-+ + 2% with e; > -+ > ¢;, we assume that

(S[J] = 5[2,]] = 6261+,,,+25j—17261+,,,+26]‘
J[]] = J[%J] = J261+4..+28j717261+“,+2"~j

are stored in memory for all 1 < j < [. From these values, we may compute

f(tiz1)r =0+ JiyOp—vy + - J13(0p2) + Ji21017) -+ +)



Ball arithmetic 205

using only O(l) = O(log ¢) matrix multiplications. Now assume that we go to the next stage ¢ + 1. If m
is maximal such that 2™ divides i + 1, then i +1 = 2¢ 4 ... 4 2¢-m + 2™ Consequently, 6[;1,5] = 9[i;j]
and Jy;41,5) = Jpiyy) for j <l :=1—m+1 and

O 1) = 0i + Ji(Opiy + -+ w421 Owrr) + v +110pa0y) -+ )
Jivry = Jidpy - - Ty

Hence, the updated lists df;11.;) and J};41.5 can be computed using O(m) = O(log4) matrix multiplica-
tions. Furthermore, we only need to store O(log4) auxiliary matrices at step i.

7.6 Discussion

There is a vast literature on validated integration of dynamical systems and reduction of the wrapping
effect [M0065,M0066,Nic85,L.oh88,GS88,Neu9d3,K8,Loh01,Neu02,MB04]. We refer to [Loh01] for a nice
review. Let us briefly discuss the different existing approaches.

The wrapping effect was noticed in the early days of interval arithmetic [Moo65] and local coordinate
transformations were proposed as a remedy. The idea is to work as much as possible with respect to
coordinates in which all errors are parallel to axes. Hence, instead of considering blocks x € IBg, we rather
work with parallelepipeds « = ¢+ TB(0,r), with ¢ € ]Dg, T e ]Dng and r € ]Dg. A natural choice for
T after k steps is T = J - - - J1, but more elaborate choices may be preferred [Loh88]. Other geometric
shapes for the enclosures have been advanced in the literature, such as ellipsoids [Neu93], which are also
invariant under linear transformations, and zonotopes [K8]. However, as long as we integrate (48) using
a straightforward iterative method, and even if we achieve a small average loss € < 1 of the bit precision
at a single step, the precision loss after k steps will be of the form ke.

The idea of using dichotomic algorithms in order to reduce the wrapping effect was first described in
the case of linear differential equations [GS88]. The previous section shows how to adapt that technique
to non linear equations. We notice that the method may very well be combined with other geometric
shapes for the enclosures: this will help to reduce the precision loss to (log k)e instead of ke in the above
discussion.

Notice that there are two common misunderstandings about the dichotomic method. Contrary to
what we have shown above (see also [GS88] in the linear case), it is sometimes believed that we need to
keep all matrices Jy,...,J; in memory and that we have to reevaluate products J; - -- J; over and over
again. Secondly, one should not confuse elimination and reduction of the wrapping effect: if M is the
2 x 2 rotation matrix by a 30° angle, then none of its repeated squarings M 2" will be the identity matrix,
so every squaring (M 2l)2 will involve a wrapping. Even though we have not eliminated the wrapping
effect, we did achieve to reduce the number of wrappings to ! instead of 2.

Taylor models are another approach for the validated long term integration of dynamical systems
[EKW84,EMOK91,MB96,MB04]. The idea is to rely on higher k-th order expansions of the continuation
operator A. This allows for real algebraic enclosures which are determined by polynomials of degree k.
Such enclosures are a priori more precise for non linear problems. However, the method requires us to
work in order k jet spaces in d variables; the mere storage of such a jet involves (d‘gk) coeflicients. From
a theoretical point of view it is also not established that Taylor methods eliminate the wrapping effect
by themselves. Nevertheless, Taylor models can be combined with any of the above methods and the
non linear enclosures seem to be more adapted in certain cases. For a detailed critical analysis, we refer
to [Neu02].

Let us finally investigate how sharp good error bounds actually may be. If pyy = |[£(0).||/[|£(0)]|
denotes the relative precision of the initial condition at the start and ps«y = ||f(t).||/]|f(t)]|c the relative
precision of the final result, then it is classical that

Py = K(Ja(f(0))ps(0)s
K(Ja(£(0))) = ITa(FONIITa(F(0) ],

where k(Ja(f(0))) is the condition number of the matrix Ja(f(0)). We propose to define the condition
number x(®, £(0),0,t) for the integration problem (48) on [0,¢] by

K= H(¢7 f(O), O’t) = _max H’(JAtl,tz (f(tl)))

0<t1<ta st
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Indeed, without using any particular mathematical properties of @ or f, we somehow have to go through
the whole interval [0, ¢]. Of course, it may happen that @ is indeed special. For instance, if & = M f for
a matrix M with a special triangular or diagonal form, then special arguments may be used to improve
error bounds and more dedicated condition numbers will have to be introduced.

However, in general, we suspect that a precision loss of log K cannot be avoided. If K gets large, the
only real way to achieve long term stability is to take p > 2log K (say), whence the interest of efficient
multiple precision and high order ball algorithms. It seems to us that the parallelepiped method should
manage to keep the precision loss bounded by logK, for p > 2logK and ¢ ~ ¢,. The algorithm from
section 7.5 (without coordinate transformations) only achieves a log klog K in the worst case, although
a log K bound is probably obtained in many cases of interest. We plan to carry out a more detailed
analysis once we will have finished a first efficient multiple precision implementation.

References

[Abe80] O. Aberth. Computable analysis. McGraw-Hill, New York, 1980.

[AHS83] G. Alefeld and J. Herzberger. Introduction to interval analysis. Academic Press, New York, 1983.

[ANSO08] ANSI/IEEE. IEEE standard for binary floating-point arithmetic. Technical report, ANSI/IEEE,
New York, 2008. ANSI-IEEE Standard 754-2008. Revision of IEEE 754-1985, approved on June 12,
2008 by IEEE Standards Board.

[ANS09] ANSI/IEEE. IEEE interval standard working group - p1788.
http://grouper.ieee.org/groups/1788/, 2009.

[BB85] E. Bishop and D. Bridges. Foundations of constructive analysis. Die Grundlehren der mathematische
Wissenschaften. Springer, Berlin, 1985.

[BCCH+06] Andrea Balluchi, Alberto Casagrande, Pieter Collins, Alberto Ferrari, Tiziano Villa, and Alberto L.
Sangiovanni-Vincentelli. Ariadne: a framework for reachability analysis of hybrid automata. In Pro-
ceedings of the 17th International Symposium on the Mathematical Theory of Networks and Systems,
pages 12694AS-1267, Kyoto, July 2006.

[BCO+06] A. Bostan, F. Chyzak, F. Ollivier, B. Salvy, E. Schost, and A. Sedoglavic. Fast computation of power
series solutions of systems of differential equation. preprint, april 2006. submitted, 13 pages.

[Ber98] M. Berz. Cosy infinity version 8 reference manual. Technical Report MSUCL-1088, Michigan State
University, East Lansing, 1998.
[BF00] D. A. Bini and G. Fiorentino. Design, analysis, and implementation of a multiprecision polynomial

rootfinder. Numerical Algorithms, 23:127-173, 2000.

[BHLOO] D.H. Bailey, Y. Hida, and X.S. Li. QD, a C/C++ /Fortran library for double-double and quad-double
arithmetic. http://crd.1bl.gov/ dhbailey/mpdist/, 2000.

[BHLO1] D.H. Bailey, Y. Hida, and X.S. Li. Algorithms for quad-double precision floating point arithmetic.
In 15th IEEE Symposium on Computer Arithmetic, pages 155-162, June 2001.

[BKT78] R.P. Brent and H.T. Kung. Fast algorithms for manipulating formal power series. Journal of the
ACM, 25:581-595, 1978.

[BS83] Walter Baur and Volker Strassen. The complexity of partial derivatives. Theor. Comput. Sci.,
22:317-330, 1983.

[CK91] D.G. Cantor and E. Kaltofen. On fast multiplication of polynomials over arbitrary algebras. Acta
Informatica, 28:693-701, 1991.

[CT65] J.W. Cooley and J.W. Tukey. An algorithm for the machine calculation of complex Fourier series.
Math. Computat., 19:297-301, 1965.

[CW8T] D. Coppersmith and S. Winograd. Matrix multiplication via arithmetic progressions. In Proc. of the

19" Annual Symposium on Theory of Computing, pages 1-6, New York City, may 25-27 1987.

[DGG+02a] J.-G. Dumas, T. Gautier, M. Giesbrecht, P. Giorgi, B. Hovinen, E. Kaltofen, B. D. Saunders, W. J.
Turner, and G. Villard. Linbox: A generic library for exact linear algebra. In First Internat. Congress
Math. Software ICMS, pages 40-50, Beijing, China, 2002.

[DGGH+02b] J.-G. Dumas, T. Gautier, M. Giesbrecht, P. Giorgi, B. Hovinen, E. Kaltofen, B. D. Saun-
ders, W. J. Turner, and G. Villard. Project linbox: Exact computational linear algebra.
http://wuw.linalg.org/, 2002.

[ea67] U.W. Kulisch et al. Scientific computing with validation, arithmetic requirements, hardware solution
and language support. http://www.math.uni-wuppertal.de/“xsc/, 1967.

[EKW84]  J.-P. Eckmann, H. Koch, and P. Wittwer. A computer-assisted proof of universality in area-preserving
maps. Memoirs of the AMS, 47(289), 1984.

[EMOK91] J.-P. Eckmann, A. Malaspinas, and S. Oliffson-Kamphorst. A software tool for analysis in function
spaces. In K. Meyer and D. Schmidt, editors, Computer aided proofs in analysis, pages 147-166.
Springer, New York, 1991.



[Fiir07]
(GGO02]
[Gra91]
(Grz57)
[GS88)]

[Hai95]
[HLRZ00]

[HS67]

[JKDWO1]
(K]

[KLRK97]
[KO63]
[KRO6]
[Kulog]
[Lam07]
[Loh8s]
[Loh01]
[MO]
[MB96]
[MB04]
[Moo65]
[Moo66]
[Mulo6]
[Neu90]
[Neu93)

[Neu02]
[Nic85)

[Pan84]
[Rev01]

[Rum99a]
[Rum99b)]

[SS71]
[Str69]

Ball arithmetic 207

M. Firer. Faster integer multiplication. In Proceedings of the Thirty-Ninth ACM Symposium on
Theory of Computing (STOC 2007), pages 57-66, San Diego, California, 2007.

J. von zur Gathen and J. Gerhard. Modern Computer Algebra. Cambridge University Press, 2-nd
edition, 2002.

T. Granlund et al. GMP, the GNU multiple precision arithmetic library.
http://www.swox.com/gmp, 1991.

A. Grzegorczyk. On the definitions of computable real continuous functions. Fund. Math., 44:61-71,
1957.

T.N. Gambill and R.D. Skeel. Logarithmic reduction of the wrapping effect with application to
ordinary differential equations. SIAM J. Numer. Anal., 25(1):153-162, 1988.

B. Haible. CLN,a Class Library for Numbers. http://www.ginac.de/CLN/cln.html, 1995.

G. Hanrot, V. Leféevre, K. Ryde, and P. Zimmermann. MPFR, a C library for multiple-precision
floating-point computations with exact rounding. http://www.mpfr.org, 2000.

E. Hansen and R. Smith. Interval arithmetic in matrix computations, part ii. Siam J. Numer. Anal.,
4:1-9, 1967.

L. Jaulin, M. Kieffer, O. Didrit, and E. Walter. Applied interval analysis. Springer, London, 2001.
W. Kiithn. Rigourously computed orbits of dynamical systems without the wrapping effect. Com-
puting, 61:47-67, 1998.

V. Kreinovich, A.V. Lakeyev, J. Rohn, and P.T. Kahl. Computational Complexity and Feasibility of
Data Processing and Interval Computations. Springer, 1997.

A. Karatsuba and J. Ofman. Multiplication of multidigit numbers on automata. Soviet Physics
Doklady, 7:595-596, 1963.

V. Kreinovich and S. Rump. Towards optimal use of multi-precision arithmetic: a remark. Technical
Report UTEP-CS-06-01, UTEP-CS, 2006.

U.W. Kulisch. Computer Arithmetic and Validity. Theory, Implementation, and Applications. Num-
ber 33 in Studies in Mathematics. de Gruyter, 2008.

B. Lambov. Reallib: An efficient implementation of exact real arithmetic. Mathematical Structures
in Computer Science, 17(1):81-98, 2007.

R. Lohner. FEinschliefung der Lésung gewdhnlicher Anfangs- und Randwertaufgaben und Anwen-
dugen. PhD thesis, Universitat Karlsruhe, 1988.

R. Lohner. On the ubiquity of the wrapping effect in the computation of error bounds. In U. Kulisch,
R. Lohner, and A. Facius, editors, Perspectives on enclosure methods, pages 201-217, Wien, New
York, 2001. Springer.

N. Miiller. iRRAM, exact arithmetic in C++. http://wuw.informatik.uni-trier.de/iRRAM/, 2000.
K. Makino and M. Berz. Remainder differential algebras and their applications. In M. Berz,
C. Bischof, G. Corliss, and A. Griewank, editors, Computational differentiation: techniques, applica-
tions and tools, pages 63-74, SIAM, Philadelphia, 1996.

K. Makino and M. Berz. Suppression of the wrapping effect by Taylor model-based validated inte-
grators. Technical Report MSU Report MSUHEP 40910, Michigan State University, 2004.

R.E. Moore. Automatic local coordinate transformations to reduce the growth of error bounds in
interval computation of solutions to ordinary differential equation. In L.B. Rall, editor, Error in
Digital Computation, volume 2, pages 103—140. John Wiley, 1965.

R.E. Moore. Interval Analysis. Prentice Hall, Englewood Cliffs, N.J., 1966.

Jean-Michel Muller. FElementary Functions, Algorithms and Implementation. Birkhauser Boston,
Inc., 2006.

A. Neumaier. Interval methods for systems of equations. Cambridge university press, Cambridge,
1990.

A. Neumaier. The wrapping effect, ellipsoid arithmetic, stability and confedence regions. Computing
Supplementum, 9:175-190, 1993.

A. Neumaier. Taylor forms - use and limits. Reliable Computing, 9:43-79, 2002.

K. Nickel. How to fight the wrapping effect. In Springer-Verlag, editor, Proc. of the Intern. Symp.
on interval mathematics, pages 121-132, 1985.

V. Pan. How to multiply matrices faster, volume 179 of Lect. Notes in Math. Springer, 1984.

N. Revol. MPFI, a multiple precision interval arithmetic library.
http://perso.ens-lyon.fr/nathalie.revol/software.html, 2001.

S.M. Rump. Fast and parallel inteval arithmetic. BIT, 39(3):534-554, 1999.

S.M. Rump. INTLAB - INTerval LABoratory. In Tibor Csendes, editor, Develop-
ments in Reliable Computing, pages 77-104. Kluwer Academic Publishers, Dordrecht, 1999.
http://wuw.ti3.tu-harburg.de/rump/.

A. Schénhage and V. Strassen. Schnelle Multiplikation grosser Zahlen. Computing, 7:281-292, 1971.
V. Strassen. Gaussian elimination is not optimal. Numer. Math., 13:352-356, 1969.



208 Joris van der Hoeven

[Tur36]
[vdHO02a]
[vdH-+02b]
[vdHO06a)
[vdHOG6D]
[vdHO7a]
[vdHOT7b]
[vdHO8a]

[vdHOSb)]

[vdHMT]

[Wei00]

A. Turing. On computable numbers, with an application to the Entscheidungsproblem. Proc. London
Maths. Soc., 2(42):230-265, 1936.

J. van der Hoeven. Relax, but don’t be too lazy. JSC, 34:479-542, 2002.

J. van der Hoeven et al. Mathemagix, 2002. http://www.mathemagix.org.

J. van der Hoeven. Computations with effective real numbers. T'CS, 351:52-60, 2006.

J. van der Hoeven. Newton’s method and FFT trading. Technical Report 2006-17, Univ. Paris-Sud,
2006. Submitted to JSC.

J. van der Hoeven. New algorithms for relaxed multiplication. JSC, 42(8):792-802, 2007.

J. van der Hoeven. On effective analytic continuation. MCS, 1(1):111-175, 2007.

J. van der Hoeven. Making fast multiplication of polynomials numerically stable. Technical Report
2008-02, Université Paris-Sud, Orsay, France, 2008.

J. van der Hoeven. Meta-expansion of transseries. In Y. Boudabbous and N. Zaguia, editors,
ROGICS ’08: Relations Orders and Graphs, Interaction with Computer Science, pages 390-398,
Mahdia, Tunesia, May 2008.

J. van der Hoeven, B. Mourrain, and Ph. Trébuchet. Efficient and reliable resolution of eigenproblems.
In preparation.

K. Weihrauch. Computable analysis. Springer-Verlag, Berlin/Heidelberg, 2000.



Recursive Analysis Complexity in Terms of Discrete
Complexity

Olivier Bournez', Walid Gomaa??, and Emmanuel Hainry?*

! ECOLE POLYTECHNIQUE, LIX, 91128 Palaiscau Cedex, France Olivier.Bournez@lix.polytechnique.fr
2 Loria, BP 239 - 54506 Vandoceuvre-les-Nancy Cedex, France
walid.gomaa@loria.fr,Emmanuel.Hainry@loria.fr
3 ALEXANDRIA UNIVERSITY, Faculty of Engineering, Alexandria, Egypt
4 NaNcy UNIVERSITE, UNIVERSITE HENRI POINCARE, Nancy, France

1 Introduction

Recursive analysis is the most classical approach to model and discuss computations over the reals. It is
usually presented using Type 2 or higher order Turing machines: see e.g. monograph [3]. Recently, it has
been shown that computability classes of functions computable in recursive analysis can also be defined
(or characterized) in an algebraic machine independent way, without resorting to Turing machines. In
particular nice connections between the class of computable functions (and some of its sub- and sup-
classes) over the reals and algebraically defined (sub- and sup-) classes of R-recursive functions a la
Moore 96 have been obtained: see e.g. survey [2].

However, until now, this has been done only at the computability level, and not at the complexity
level.

We recently studied a framework that allows us to dive into the complexity level of functions over
the reals. In particular we provide the first algebraic characterization of polynomial time computable
functions over the reals. This framework opens the field of implicit complexity of functions over the
reals, and also provide a new reading of some of the existing characterizations at the computability level.

In this extended abstract, we present some of our results. We divide our discussion into two parts:
the first deals with the easier case of Lipschitz functions and the other part deals with the more difficult
general case.

2 Lipschitz Functions

The Lipschitz condition provides the continuity information necessary for computability in recursive
analysis. In the following we define a notion of approximation that will be used to relate integer com-
putability /complexity to the corresponding analog computability /complexity.

Definition 1 (Approximation) LetC be a class of functions from R? to R. Let D be a class of functions
from N? to N. Assume a function f :[0,1] — R.

1. We say that C approximates D if for any function g € D, there exists some function g € C such that
for all x,y € N we have

|g(z,y) — gz, y)l < 1/4 (1)
2. We say that f is C-definable if there exists a function g € C such that the following holds
Ve €Ny € N2r <y [3(ay) — uf ()] <3 (2)
We then have the following result which relates analog complexity over [0, 1] to approximate com-
plexity over N2,

Theorem 1 Consider a class C of polytime computable real functions that approzimates the class of
polytime computable discrete functions. Assume that f : [0,1] — R is Lipschitz. Then f is polytime
computable iff f is C-definable.
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3 The General Case

In order to provide for the continuity condition we need another notion of ‘approximation’ which is a
sort of converse to that given in Definition 1.

Definition 2 (Polytime computable integer approximation) A function g : R — R is said to
have a polytime computable integer approximation if there exists some polytime computable function
h:N? — N with |h(z) — g(z)| < 1 for all z € N%.

A sufficient condition is that the restriction of ¢ to N? is polytime computable. Assume a function
T:N — N and define #7 : RZ! — R by #p[z] = 27(l1°822)), When T is a polynomial function with
T(x) = O(z") we write # to simplify the notation. As will be seen below the function #r is used to
quantify the smoothness of real functions (it plays a role similar to that of the modulus of continuity).
In the following we define a class of real functions that are well-behaved with respect to their restrictions
to the integers. (For ease of notation, we will use [a, b] to denote both [a, b] and [b, a].)

Definition 3 (Peaceful functions) A function g : R? — R is said to be peaceful if

Vo € R=%,¥y € N: g(z,y) € [9(|z],y), 9([2].9)] (3)

We say that a class C of real functions peacefully approximates some class D of integer functions, if
the subclass of peaceful functions of C approzimates D.

Definition 4 Let C be a class of functions from R? to R. Assume a function f : [0,1] — R and a
function T: N — N,

1. We say that f is T-C-definable if there exists some peaceful function g € C such that

Vo e N,Vy € N2z < #7[y]: |9z, y) —yf(ﬁ[y]n <2, (4)

2. We say that f is T-smooth if there exists some integer M such that

Ve, o' € RZO Wy € RZY, 2, 2" < #rly]:
X X

#rly]

lz — 2| <1=y|f(

) <M ()

Now we have the necessary tools to relate analog complexity of arbitrary functions over [0,1] to
approximate complexity over N2,

Theorem 2 Consider a class C of real functions that peacefully approzimates polytime computable dis-
crete functions, and whose functions have polytime computable integer approzimations.® Then the fol-
lowing are equivalent:

1. a function f:[0,1] — R is polytime computable,
2. there exists some integer k such that

(a) f is n¥-C-definable,

(b) f is n¥-smooth.

Remark 1 Note that all the previous results can be generalized to any complexity and computability
class.

5 A sufficient condition for that is restrictions to integers of functions from C are polytime computable.
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4 Definability by a Function Algebra

A function algebra is the smallest class of functions that consists of a set of basic functions and their
closure under a set of operations. Functions algebra have been used in the discrete computation context
to give a machine independent characterization of computability and complexity-theoretic classes. They
have also been used in the recursive analysis context to give characterizations of computability classes.
However, to the best of our knowledge, no such work has been done at the complexity level. The above
results can be used to contribute to that end as follows below.

we define a class of real functions which are essentially extensions to R of the Bellantoni-Cook class
[1]. This latter class was developed to exactly capture discrete polytime computability in an algebraic
machine-independent way. In the next definition any function f(z1,...,%m;y1,...,yn) has two types
of arguments (see [1]): normal arguments which come first followed by safe arguments using ‘;’ for
separation. For any n € Z we call [2n,2n + 1] an even interval and [2n + 1, 2n + 2] an odd interval.

Definition 5 Define the function algebra

W=1[0,1,+,—,U,p,c, parity; SComp, ST (6)
. zero-ary functions for the constants 0 and 1,
. a binary addition function: +(;x,y) =« + v,

. a binary subtraction function: —(;z,y) =z — y,
. a set of projection functions U = {U} : i,j € N,i < j} where:

] WO~

m-+n . —
Ui (.’L’l,...7(Em,$m+1,...7$m+n)—(Ei,
5. a continuous predecessor function p defined as follows:

() = {n x € [2n,2n+ 1] for somen € Z -

r—n—1 z€2n+1,2n+2]
Note that when x belongs to an even interval p(;x) acts exactly like | 5 |. Otherwise, the function is
piecewise linear between even intervals.
6. a piecewise linear continuous conditional function ¢ defined as follows:
Y z2>1
c(;x,y,2) =X 2 <0 (8)

7. a continuous parity function:

4(x — 2n) z € 2n,2n+ 3] for somen € Z
parity(;x) = 42n+1—2) z€[2n+1,2n+1] (9)
0 ow

Hence, parity(;x) is non-zero if and only if x lies inside an even interval. Furthermore, for any
n € Z the following holds: f;:“ parity(;x)dx = 1.
8. a safe composition operator SComp: assume a vector of functions g1(Z;) € W, a vector of functions
32(Z;9) € W, and a function h € W of arity len(g1) + len(ga) (where len denotes the vector length).
Define a new function f

F(Z:9) = hg1(2:); 92(2: 9)) (10)
It is clear from the asymmetry in this definition that normal arguments can be repositioned in safe

places whereas the opposite can not happen and that is what controls the computational complexity
of the functions generated inside the class.
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9. a safe integration operator SI: assume functions g, hg,h1 € W. Let p'(;x) = p(;x — 1) + 1. Consider
the following differential equation:

f(0,5;2) =9(5; 2)
Ou f (x, 9 2) = parity(z; ) [h1 (p(2:), 3 2, f(p(3), 95 2))
— f(2p(a;), 5 2)] (11)
+ parity(z — 15)[ho(p'(x;), 53 2, f (P (23), 43 2))
— f2p'(z;) = 1,7;2)]
Notice that for simplicity we misused the basic functions (and p') so that their arguments are now in

normal positions (the alternative is to redefine a new set of basic functions with arguments in normal
positions).

The class W satisfies nice properties that give rise to the following crucial result.

Theorem 3 1. A Lipschitz function f :[0,1] — R is polytime computable iff it is VW-definable.
2. Let f :[0,1] — R be some n*-smooth function for some k. Then f is polytime computable iff it is
n* - W-definable.

Notice that C-definability of a function can be seen as a schema that builds a function f from a
function g € C (see definition of C-definability). Hence, the class of polytime computable functions can
be algebraically characterized in a machine-independent way as follows.

Corollary 1 Let Def[C] stands for C-definability. Then a function f: [0,1] — R is polytime computable
iff either

1. f is Lipschitz and belongs to Def[0,1,+, —, U, p, ¢, parity; SComp, SI| or
2. f is nF-smooth and belongs to n*-Defl0, 1, +, —, U, p, ¢, parity; SComp, SI].
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