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;
A Limit Diagram

We use the limit map on Baire space

I lim :⊆ NN → NN, 〈p0, p1, p2, ...〉 7→ limi→∞ pi

NN NN

NN NN

F

G

lim lim

How is continuity/computability of F and G related in this
commutative diagram?
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NN NN

NN NN

F

G

lim lim

If G : NN → NN is total and continuous/computable, then

F : NN → NN, 〈p0, p1, p2, ...〉 7→ 〈G (p0),G (p1),G (p2), ...〉

is continuous/computable and satisfies the diagram.
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A Limit Diagram

NN NN

NN NN

F

G

lim lim

If G ∅
′

: NN → NN is computable in the halting problem ∅′, then

F : NN → NN, 〈p0, p1, p2, ...〉 7→ 〈G ∅
′[0](p0),G ∅

′[1](p1),G ∅
′[2](p2), ...〉

is computable and satisfies the diagram.
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A Limit Diagram

NN NN

NN NN

F

G

lim lim

Let F :⊆ NN → NN is computable (and potentially extensional).
Is there a suitable computable G :⊆ NN → NN?

Not in general!
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Let F :⊆ NN → NN is computable (and potentially extensional).
Is there a suitable computable G :⊆ NN → NN?

Not in general!



;
A Galois Connection Between Limits and Jumps

We use the Turing jump operator on Baire space

I J : NN → NN, p 7→ p′ where p′(n) :=

{
1 if p ∈ Un

0 otherwise

Here (Un)n∈N is a standard enumeration of all c.e. open sets.

Theorem (B. 2007)

For F :⊆ NN → NN the following are equivalent:

1. F is limit computable,

2. F = lim ◦G for some computable G :⊆ NN → NN,

3. F = H ◦ J for some computable H :⊆ NN → NN.

Caution (B., de Brecht, Pauly 2012):
One cannot replace computability by continuity!

Corollary

lim≡sW J.
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NN NN

NN NN

F

G

lim limI

Let F :⊆ NN → NN is computable (and potentially extensional).
One can hope for a right inverse I of lim such that lim ◦F ◦ I has
some good properties.
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A Limit Diagram

NN NN

NN NN

J

G

lim HI

Let F :⊆ NN → NN is computable (and potentially extensional).
One can hope for a right inverse I of lim such that H ◦ J ◦ I has
some good properties, where H is computable with H ◦ J = lim ◦F .
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Inverting Limits

Proposition (B., de Brecht and Pauly 2012)

The points of continuity of J are exactly the 1-generic points.

Proposition

There exists I : NN → NN that is computable in ∅′ such that

1. J ◦ I is computable in ∅′,
2. lim ◦I = id.

Proof. The proof is remniscient of the proof of the Friedberg
Jump Inversion Theorem. Given p, we have to find a sequence
I (p) so that lim ◦I (p) = p and I (p) is 1-generic (i.e., a point of
continuity of J). For this purpose I (p) is constructed inductively
such that longer and longer prefixes are chosen so that ∂Un is
avoided for all n ∈ N. While p ∈ Un can be recognized, ensuring
that p 6∈ Un requires the halting problem ∅′. �
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A Limit Control Theorem

Theorem (B., Hendtlass and Kreuzer 2017)

For all computable F :⊆ NN → NN there exists G :⊆ NN → NN

computable in ∅′ so that G (p) ∈ lim ◦F ◦ lim−1(p).

NN NN

NN NN

F

G

lim lim

Corollary

G is continuous iff it has a continuous (lim, lim)–realizer F .
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A Limit Control Theorem

Theorem (B., Hendtlass and Kreuzer 2017)

For all computable F :⊆ NN → NN there exists G :⊆ NN → NN

computable in ∅′ so that G (p) ∈ lim ◦F ◦ lim−1(p).

NN NN

NN NN

F

G

lim lim

Corollary (written up somewhere?)

G is computable in ∅′ iff it has a computable (lim, lim)–realizer F .
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A Galois Connection Between Limits and Jumps

We use the jump on derivative of a representation δ :⊆ NN → X
I δ′ :⊆ NN → X with δ′ := δ ◦ lim

and the integral
I
∫
δ :⊆ NN → X with

∫
δ := δ ◦ J−1.

Corollary

For F :⊆ (X , δX )→ (Y , δY ) the following are equivalent:

1. F is limit computable,

2. F is (δX , δ
′
Y )–computable,

3. F is (
∫
δX , δY )–computable.

Corollary

For representations δ1, δ2 :⊆ NN → X we obtain

I δ1 ≤ δ′2 ⇐⇒
∫
δ1 ≤ δ2.
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Application 1: The naive Cauchy Representation

Theorem (B. and Hertling 2002)

A function f :⊆ R→ R is continuous with respect to the naive
Cauchy representation if and only if it is continuous.

NN NN

NN NN

F

G

lim lim

δR δR

R R
f

δ′R δ′R

The result can be generalized from R to separable metric spaces X .
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The Limit Control Theorem Relativized

Theorem (B., Hendtlass and Kreuzer 2017)

For all F q :⊆ NN → NN computable in q there is Gq′ :⊆ NN → NN

computable in q′ so that Gq′(p) ∈ lim ◦F q ◦ lim−1(p).

NN NN

NN NN

F q

G q′

lim lim
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Weihrauch Reducibility

I For partial multi-valued functions f , g one defines Weihrauch
reducibility f ≤W g :

K Hg

f

x f (x)

K ,H are computable input and output adaptions, respectively.

I We define the compositional product

f ∗ g := max
≤W

{f0 ◦ g0 : f0≤W f , g0≤W g}.

This captures the most complicated problem that one can
implement by first using g and then f (possibly after some
intermediate computation).
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Application 2: Decomposition of König’s Lemma

For f :⊆ X ⇒ Y we define the jump f ′ :⊆ X ′ ⇒ Y (which is the
same problem with a modified input representation).

Theorem (B., Hendtlass and Kreuzer 2017)

WKL′≡W lim ∗COH.

I WKL is the problem: given an infinite binary tree T , find an
infinite path p ∈ [T ].

I WKL′ is the problem: given a sequence (Ti )i∈N of binary trees
that converges to an infinite binary tree T , find an infinite
path p ∈ [T ].

I COH is the problem: given a sequence (Ri )i∈N of sets Ri ⊆ N,
find an infinite set S ⊆ N such that S ⊆∗ Ri or S ⊆∗ N \ Ri

for each i ∈ N.
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Application 2: Decomposition of König’s Lemma

For f :⊆ X ⇒ Y we define the jump f ′ :⊆ X ′ ⇒ Y (which is the
same problem with a modified input representation).

Theorem (B., Hendtlass and Kreuzer 2017)

WKL′≡W lim ∗COH.

Proof.

I WKL′≡sW BWTR (B., Gherardi, Marcone 2012).

I BWTR is the problem: given a sequence (xi )i∈N whose range
has a compact closure, find a cluster point x of (xi )i∈N.

I COH≡W WBWTR (Kreuzer 2011)

I WBWTR is the problem: given a sequence (xi )i∈N whose
range has a compact closure, find a sequence (yi )i∈N that
converges to a cluster point x of (xi )i∈N.

I Hence it suffices to show BWTR≡W lim ∗WBWTR, where
≥W follows from the Limit Control Theorem.

�
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Application 3: Classification of Ramsey’s Theorem

For f :⊆ X ⇒ Y we define the jump f ′ :⊆ X ′ ⇒ Y (which is the
same problem with a modified input representation).

Theorem (B., Hendtlass and Kreuzer 2017)

WKL′≡W lim ∗COH.

I RTn
k denotes the problem: given a coloring c : [N]n → k, find

an infinite homogenous set H for it.

I SRTn
k denotes the restriction to stable colorings.

I SRTn+1
k ≤W RTn

k ∗ lim,

I RTn
k ≤W SRTn

k ∗ COH,

I RTn+1
k ≤W RTn

k ∗WKL′.

Theorem (B. and Rakotoniaina 2017)

RTn
k ≤W WKL(n) and R̂Tn

k ≡W WKL(n).
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Application 4: Inverting Jumps

≤p
W denotes Weihrauch reducibility relativized by an oracle

p ∈ NN, i.e., the reduction function H,K can depend on p.

Theorem (B., Hölzl and Kuyper 2017)

f ′ ≤p
W g ′ =⇒ f ≤p′

W g.

NN NN

NN NN

G q

F q′

lim limI q
′

Corollary

f ′ ≤c
W g ′ =⇒ f ≤c

W g and f ′ ≤c
sW g ′ ⇐⇒ f ≤c

sW g.
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A Glimpse of the Weihrauch Lattice

limN≡sW CN

KN≡sW C∗2≡sW LLPO∗

WWKL≡sW PC2N

WKL≡sW C2N ≡sW Ĉ2≡sW L̂LPO

CR≡sW CN × C2N

PCR≡sW CN × PC2N

lim≡sW ĈN≡sW L̂PO

CNN

UCNN

C1 RCA∗0

BΣ0
1

IΣ0
1

ACA0

ATR0

WKL∗0

WKL0

WWKL0

WWKL∗0
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