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2 Decomposing and Reconstructing Discrete
Structures

Introduction

A relation is one the most basic objects in science. Mathematical logic is expressed as a set of
relations. The concept of function is defined as a special kind of binary relation. Grammar and
language, in general, are a more or less formal and stringent system which relates signs and com-
binations thereof. Biologists, for instance, are interested in relations between genes or species
and chemists want to know about relations between molecules. Thus, inferring, characterizing
and computing relations between discrete objects is one of the most fundamental scientific tasks.

Binary relations E ⊆ V × V are equivalently represented as graphs (V,E). Every N -ary
relation has a representation as (ordered) set system called hypergraph [Ber89]. In particular,
hypergraphs generalize the notion of simpleN -ary relations as they can describe sets of relations
and might contain additional information as colors, labels or weights to emphasize the importance
of certain elements contained in V orE, for instance. Graphs and hypergraphs are essential tools
to establish models in life science [KHT09, DR88, GGS+96, EMS89], computational engineering
[YP96, KR04, KM08, KK08, AMA07, AMA08, KA15] or in studies on social networks [OR02,
TP11, AHS10]. It is therefore of central interest to understand the underlying structure of such
discrete systems, both from the theoretical as well as the practical point of view.

On the one hand, this contribution is concerned with the decomposition of graphs or hyper-
graphs to smaller elementary structures or “building blocks”. The knowledge of such building
blocks leads to a simplified representation of the investigated structure. In particular, such build-
ing blocks help to understand the global underlying structure in a more systematic way and thus,
reduce the structural complexity of the investigated discrete systems. On the other hand, we will
focus on the inference and characterization of such small building blocks and the reconstruction
of larger discrete objects from their elementary local substructures.

Part I of this thesis is concerned with products of set systems. Products are a common way
in mathematics of constructing larger objects from smaller building blocks which are called fac-
tors. Product of graphs and hypergraphs have been investigated since the 1960’s. For graphs,
hypergraphs, and related set systems not only one, but a few types of products can be defined.
Different types of products are important for different types of models and related questions one
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might ask [DR88, GGS+96, KR04, KM08, KK08, KA15]. These products often (but not always)
satisfy a unique prime factor property. It is of key interest then to understand the structure of a
large object by decomposing it into its prime factors. We will be concerned with prime factor theo-
rems, to explore their limitations, and to devise efficient algorithms for set systems, as directed or
undirected graphs and hypergraphs. Prime factorizations are closely related to so-called product
relations on the edge sets (of graphs and hypergraphs) that identify layers or fibers corresponding
to copies of the factors.

Part II of this contribution is concerned with product-like structures, of which we distinguish
two types. Approximate products are obtained from product structures by means of small per-
turbations and relate to the practical question of recognizing product structures from noisy data.
Relaxed products, in contrast, are defined as set systems that admit non-trivial “edge colorings”
that generalize the properties of product relations in a way that still defines fiber structures. While
approximate products often can be recognized only by heuristic algorithms, it is possible to devise
exact efficient algorithms for relaxed product structures.

Part III focuses on the characterization of relations between biological objects such as genes
and, in particular, the inference of small building blocks from those relations. Based on these
results we will focus on the design of efficient algorithms and methods that allow to use the
inferred building blocks for the reconstruction of larger structures, e.g. so-called supertrees that
represent the evolutionary history of genes or species.

The thesis is outlined as follows. For each Part I, II and III we start with a section Preliminaries,
in which we briefly summarize known results and the state of the art. In the respective sections
Important Basic Concepts, we will provide necessary key definitions and ideas that we need in
the subsequent parts of this thesis. We highlight established results that are part of this thesis
in the sections Outline of Central Results and finish this chapter with a short Summary. More
elaborated discussions on each of the established results can then be found in Chapter 3. (not
part of this extended abstract) Review of Own Contributions.

In order to keep this work simple we omit many of the (quite technical) definitions, but re-
fer the interested reader to [HIK11] for definitions concerning graph products, to [HOS12b] for
hypergraph (product) definitions and to [SS03] for definitions of evolutionary trees and their cor-
responding building blocks. Detailed discussion and definitions can additionally be found in the
respective attached publications. Nevertheless, since graphs and hypergraphs are the relevant
objects in this contribution, we give here the formal definition.

Definition. A graph G is a tuple (V,E) with a non-empty vertex set V (G) = V and edge set
E(G) = E that is either (i) a subset of

(
V
2

)
or (ii) a subset of V × V . A hypergraph H is a tuple

(V,E) with a non-empty vertex set V and edge set E where each edge e ∈ E is either (i) a
subset of V or (ii) of the form (t(e), h(e)) with t(e), h(e) ⊆ V . In Case (i) the (hyper)graph is
called undirected and in Case (ii) directed. For simplicity, we will often refer to both graphs and
hypergraphs as set systems and use the shortcut di-(hyper)graph for directed (hyper)graphs.
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Part I: Exact Product Structures

Preliminaries

Graph products are natural structures in discrete mathematics [IK00, HIK11] that arise in a variety
of different contexts, from computer science [AMA07, JHH+10, SSDN02, MS90] and computa-
tional engineering [KK08, KR04, KM08] to theoretical biology [FS98a, FS98b, CKS00, SSWF01,
WS03].

A prominent example of application is given by Wagner and Stadler [SSWF01, WS03, SS04].
The authors provided a concept concerning the topological theory of the relationships between
genotypes and phenotypes and, in particular, the differentiation of so-called “characters” (traits
or Merkmale). The notion of a character can be understood as a property of an organism that
can vary independently of other traits from generation to generation. Characters thus are not
necessarily the same as observable properties such as arms, legs, fingers, a spinal chord, etc,
although such observable of course often are instantiations of characters. The important biolog-
ical distinction is whether such measurable attributes (or combinations thereof) form a “factor”
in the so-called phenotypespace along which the character states (e.g. the lengths of arms or
fingers) can vary independently of other traits, or whether the underlying genetics dictates de-
pendencies among the observables [Lew78]. This question can be represented as a graph prob-
lem in the following way: Consider a set X of “phenotypes”, that is, representations of distinct
organisms, each of which is characterized by a list of properties such as body shape, eye color,
presence or absence of certain bones, etc. Given the information of the underlying so-called
genotype space one can infer edges between the members of X resulting in the graph G(X),
called phenotype space. It was shown in [WS03, SS04] that the phenotype space G(X) has (at
least locally) a product structure and factors of induced subgraphs of G(X) correspond to the
biological meaningful traits, see Figure 2.1 for an illustrative example.

Graph products are defined as graphs whose vertex set is the Cartesian set product of the
vertex sets of its factors. Requiring that the edge set of the product is locally constructed from
the edge set of the factors, it was shown already in 1975 that there are 256 possible products
[II75], of which only 6 are commutative, associative and have a unit. Four products are known as
the standard graph products [IK00, HIK11]: the Cartesian product �, the direct product ×, the
strong product �, and the lexicographic product ◦. These standard graph products are the only
ones that preserve the salient structure of their factors and behave in an algebraically reasonable
way, i.e. among others, the product of simple graphs results in a simple graph and at least one
of the projections of a product onto its factors is a so-called weak homomorphism (edges are
mapped to edges or to vertices).

We continue to define the four standard products. Let G1 and G2 be two arbitrary graphs. In
all of these products the vertex set V (G1~G2) is defined as the Cartesian set product V (G1)×
V (G2), ~ ∈ {�, ×, �, ◦}. Two vertices with coordinates (x1, x2), (y1, y2) are adjacent in the
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Figure 2.1: Shown is a notional phenotype space G(X) for eight different “animals” contained in
X. The prime factorization of G(X) w.r.t. the Cartesian product leads to three factors.
The copies of these factors are highlighted inG(X) by different line-styles. The factors
represent the independent characters “face”, “body” and “tail”, respectively. The idea
for this figure is taken from [SS04], where a similar picture with worm-like “animals”
can be found.

Cartesian product G1�G2, i.e. linked by an edge, if one of the following conditions is satisfied:

(C1) (x1, y1) ∈ E(G1) and x2 = y2; or (C2) (x2, y2) ∈ E(G2) and x1 = y1.

Two vertices (x1, x2), (y1, y2) are adjacent in the direct product G1×G2, if the following condition
holds:

(D1) (x1, y1) ∈ E(G1) and (x2, y2) ∈ E(G2).

Two vertices with coordinates (x1, x2), (y1, y2) are adjacent in the strong product G1�G2, if one
of the Conditions (C1), (C2) or (D1) is satisfied. Consequently, the edges of a strong product that
satisfy (C1) or (C2) are called Cartesian edges, the others are the non-Cartesian edges. In the
lexicographic product G1 ◦ G2 two vertices (x1, x2), (y1, y2) are adjacent if (x1, y1) ∈ E(G1) or
they satisfy (C2). For an illustrative example see Fig. 2.2.

The structural features of graph products have been extensively studied over the last decades.
The unit element for the Cartesian, the strong and the lexicographic product is the single vertex
graph K1, for the direct product the unit is the single vertex graph with a loop LK1. A graph G is
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G1

G2

G1✷G2 G1

G2

G1 × G2 G1

G2

G1 ⊠ G2 G1

G2

G1 ◦ G2

Figure 2.2: The four standard products: the Cartesian product�, the direct product×, the strong
product �, and the lexicographic product ◦.

prime with respect to a product ~ if it cannot be written as the product of two nontrivial graphs,
i.e., the identity G = G1 ~G2 implies that G1

∼= U or G2
∼= U , where U is the unit w.r.t. ~. The

representation of a graph G as a product G1 ~G2 ~ · · · ~Gk of prime graphs is called a prime
factor decomposition (PFD) of G.

In many cases, there is a unique PFD (up to isomorphism and the order of the factors).
Sabidussi’s seminal paper [Sab59] established this for the Cartesian product of finite undirected
graphs. Analogous results hold for infinite graphs [Mil70, Imr71]. Subsequent research concen-
trated on structural results for the Cartesian, strong, direct, and lexicographic product, establish-
ing certain connectedness properties, as well as sufficient and often necessary conditions for
uniqueness of the PFD [HIK11].

Efficient algorithms for many graph factorization problems are known, starting with the con-
struction of a polynomial time solution for the Cartesian product of undirected graphs [FHS85].
Feigenbaum and Schäffer [FS92, FS86] also solved the problem for the strong product (polyno-
mial) and the lexicographic product (complexity of the isomorphism problem for graphs), both for
undirected graphs. The first polynomial algorithm for the direct product is due to Imrich [Imr98].
Improved algorithms for the Cartesian product of undirected graphs have been published by sev-
eral authors, e.g. Winkler [Win87], Feder [Fed92] or Aurenhammer et al. [AHI92], culminating
in the O(|E| + |V |) space and time algorithm of Imrich and Peterin [IP07]. Improvements for
the strong product of undirected graphs were achieved by Hammack and Imrich [HI09] and Hell-
muth [Hel11]. Several monographs cover the topic in substantial detail and serve as standard
references [IK00, IKD08, HIK11].

Products of undirected graphs are much better understood than products of directed graphs.
R. McKenzie [McK71] proved that directed graphs have unique PFDs w.r.t. the direct and the
strong product requiring strong conditions on connectedness. For some other restricted graph
classes (requiring again connectivity and certain so-called thinness conditions) Imrich and Klöckl
[IK07, IK10] were able to establish unique PFD results and give a first polynomial-time algo-
rithm for the direct product of directed graphs. For the strong product of directed graphs only a
weak result is known [AB12]. The authors give a polynomial time algorithm that decomposes the
strong product of two connected directed triangle-free factors, if at least one factor has a vertex of
degree one. The PFD of directed graphs w.r.t. the Cartesian product is unique and can be com-
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puted in linear time [Fei86a, CTL13]. The results for the lexicographic product, however, include
only factorization theorems that show the relation to factorizations of so-called transpositions of
other graphs [HIK11, Theorem 32.8]. In general, determining whether a connected graph is a
lexicographic product is just as difficult as the graph isomorphism problem [FS86, HIK11].

Hypergraphs are a natural generalization of graphs in which “edges” may consist of more than
two vertices. Products of hypergraphs have interesting application e.g. in structural mechanics
[KA15]. Here, the author derived so-called adjacency functions of hypergraph products, as a
generalization of “static” graph products. These functions are used to model so-called “dynamic”
graph products. From application point of view, the dynamic graph products can be used in
modeling and configuration processing of dynamic regular structures.

Requirements that edges in a product depend on the adjacencies in the factors, can be easily
generalized to hypergraphs. For hypergraphs, however, this leads only to a restriction on edges
but does not provide a complete recipe for the construction of the edge set of the product. Hence,
in contrast to graphs a surprising diversity of different definitions of products has been discussed
in the literature. Most constructions can be seen as different generalizations of the four standard
graph products.

The literature on hypergraph products is mostly concerned with the propagation of invariants.
Comparably little is known about prime factorization theorems, algorithmic considerations are
large lacking. For the so-called costrong product and the square product of hypergraphs, unique
PFD results are known [GI71, Dör82]. As in the case of graphs, results for the lexicographic
product, include only factorization theorems for very restricted hypergraph classes [GI71]. A
first polynomial time algorithm to compute the PFD of connected undirected hypergraphs w.r.t.
Cartesian product is established by Bretto and Silvestre [BS10].

Important Basic Concepts

We summarize here important concepts that we need in the following discussion and summary
of the results. In this contribution, we focus mainly on the Cartesian and strong product of
(un)directed graphs and hypergraphs.

Product Relation σ. Given a (hyper)graph G = (V,E). The main idea for (modern) proofs of
PFD theorems and algorithmic approaches for some product ~ ∈ {�,�} rely on characteriza-
tions and computation of the so-called (finest) product relation σ~ defined on the edge set. The
key property of σ~ is that connected components of the subgraphs induced by the classes of σ~
are precisely the copies of the factors, called layers or fibers [Sab59, HIK11]. In other words,
(e, f) ∈ σ~ if and only if e, f ∈ E belong to the copy of the same prime factor w.r.t. ~. Hence, it
is desired to compute a product relation σ~ to determine the prime factors w.r.t. ~ and to prove
when such a finest product relation σ~ is uniquely determined.
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The Relation δ and Square Property. A classical result of the theory of Cartesian graph prod-
ucts establishes that σ� can be derived from another relation of the edge set: σ� = C(δ), where
C(δ) denotes the convex closure of the so-called square property relation δ. Two edges e and
f are in relation δ if one of the following holds: (i) e = f , (ii) e and f are adjacent and there is
no (unique) chordless square containing both e and f , or (iii) e and f are opposite edges of a
chordless square. Clearly, the relation δ is reflexive and symmetric but not necessarily transitive.
However, the transitive closure δ∗ is an equivalence relation on E that contains δ. We say that
any equivalence relation R containing δ has the square property. In fact, the first polynomial time
algorithm to compute the Cartesian prime factorization of a graph explicitly constructs σ� starting
from the relation δ [FJS85].

The Cartesian Skeleton S. A further important concept to compute σ� is the definition of the
Cartesian skeleton. Note, G = H � K contains as subgraph the Cartesian product H�K.
The Cartesian skeleton S (G) of a (hyper)graph G = (V,E) has as vertex set V and contains
“sufficiently many” of the Cartesian edges of G. In particular, for a connected graph G = H �K
the Cartesian skeleton S (G) is desired to be a connected spanning subgraph of G that should
fulfill S (G) = S (H �K) = S (H)�S (K) ⊆ H�K. In other words, the Cartesian skeleton S (G)

of the strong product graph G is the Cartesian product of the Cartesian skeletons S (H) and
S (K) of its factors H,K. The prime factors of G w.r.t. the strong product are then constructed
by utilizing the information of the Cartesian prime factors of S (G).

Thinness. In general, the Cartesian skeleton is only uniquely determined whenever the input
(hyper)graph is thin. For undirected graphs, thinness is defined in terms of the (closed) neigh-
borhood N [v] = N(v) ∪ {v} of a vertex and the associated relation S = {(x, y) | N [x] = N [y]}.
Thinness means that S is trivial. In other words, an undirected graph G is thin if each of its vertex
v ∈ V (G) is uniquely distinguished from other vertices by its neighborhood N [v]. The quotient
graphG/S is thin and the Cartesian skeleton is uniquely determined inG/S. For non-thin graphs
the �-PFD is initially constructed for the thin quotient graph G/S of G, and then lifted back to the
input G, which results in a unique �-PFD for G (with a possibly non-unique coordinatization).
For directed graphs, one defines thinness in terms of in- and out-neighborhoods: A directed
graph G is thin, if for any distinct vertices v, w ∈ V (G) the out-neighborhoods are distinct
N+[v] 6= N+[w] or the in-neighborhoods are distinct N−[v] 6= N−[w]. In other words, a di-
graph is thin, if any two distinct vertices can be distinguished by their in- or out-neighborhoods.
As a consequence, a di-graph is thin, if for the respective equivalence relation S (with equivalence
classes comprising the vertices with identical in- and out-neighborhoods) all classes consist of a
single vertex.
Similarly, the term thinness is defined for undirected and directed hypergraphs.
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Outline of Central Results

In what follows, we briefly summarize established results that are part of this thesis concerning
exact product structures. A more detailed discussion of these results can be found in Chapter 3.
(not part of this extended abstract).

There is a strong interest for automatic graph-product visualization tools since drawings of
those products can effectively communicate the quality of results concerning products or product-
like structures by emphasizing the regularity of graph structures through regularity of the layout.
To this end, we developed in [JHH+10] efficient algorithms for drawing product graphs including
the four standard products. The designed algorithm were integrated in the classical graph layout
program TopoLayout [AMA07, AMA08]. These algorithms provide the first collection of methods
to produce high-quality aesthetic pictures of product graphs.

In [Hel11], I established one of the currently fastest algorithms to determine the prime factors
of finite undirected graphs w.r.t. to the strong product. The approach is working on a local level
in the sense that at a given time, only neighborhoods, edge-neighborhoods, or enlarged edge
neighborhoods are factored instead of the entire global graph. In other words, the given graph
is covered by factorizable small patches which are then stepwisely extended to regions with a
product structures. This method opened a complete new way of finding prime factors of graphs
and inspired new ideas and the development of algorithms for the recognition of other products
or product-like structures, as we shall discuss in the following section.

In [Hel13] and [HOS12a] we investigated the structure and the complexity of determining so-
called S-prime graphs. S-prime graphs have the special property that whenever they are a sub-
graph of a non-trivial Cartesian product graph, then they must be a subgraph of one of the factors.
In particular, those graphs are heavily used in important subroutines for the local �-PFD algo-
rithm [Hel11] and are crucial to prove correctness results for this PFD algorithm. We provided
a new infinite class of S-prime graphs. Surprisingly, this class includes all n-dimensional hyper-
cubes (n > 1) where two diametrical vertices are linked by an edge. Furthermore, I showed
that determining if a graph is not S-prime is NP-complete and thus, determining whether a graph
is S-prime is CoNP-complete. A couple of corollaries where derived, including the problem of
determining whether a graph is a nontrivial subgraph of a Hamming graph with two factors, which
is shown to be NP-complete, as well.

Although many algorithms for the standard graph products have been devised for undirected
graphs, no known methods to compute the PFD of directed graphs with respect to the direct
and the strong product in general had been established. Such algorithms are quite relevant for
solving problems e.g. in biology [WS03]. In [HM15], we focused on the algorithmic aspects for
determining the PFD of directed graphs with respect to the strong product and gave a complete
new construction of the underlying Cartesian skeleton of directed graphs, resulting in the first
polynomial-time algorithm for the computation of the PFD w.r.t. the strong product of arbitrary
connected di-graphs. Note, since the strong product is just a special case of the direct product,
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the established results lay the foundation for further research on direct products.

For a first step to generalize PFD properties and algorithms to hypergraphs, we studied the
surprising diversity of different definitions of products that has been discussed in the literature,
so-far and provided a comprehensive survey on hypergraph products in [HOS12b].

In [OHS12] we showed that every (directed) hypergraph which might have infinitely many ver-
tices has a unique prime factorization w.r.t. the (weak) Cartesian product, even if there are in-
finitely many factors. To this end, we generalized the so-called square property for graphs to the
grid property in hypergraphs that has to be satisfied among edges that characterize the copies of
the factors. This relation enabled us to prove the uniqueness of the PFD, even for infinite hyper-
graphs, which is basically one of the most general result one can derive for the Cartesian product
of hypergraphs.

The normal (hypergraph) product is a natural generalization of the strong graph product. In
[HON14] we showed that the PFD of hypergraphs w.r.t. to the normal product is unique in the
class of connected finite and thin hypergraphs and gave the first polynomial time algorithm to
determine this PFD. To this end, we generalized the Cartesian skeleton for graphs to hypergraphs
and provided simple and transparent polynomial-time algorithm for their computation.

Part II: Product-like Structures

Preliminaries

The practical use of exact products is very limited, however, because real world graphs rarely
have a perfect product structure. The product structure itself is very fragile in the sense that a
single edge or vertex edit yields a perturbed product that is, in particular, prime [Fei86b, ZŽ07].
Nonetheless, the recognition of product-like structures is of considerable practical interest e.g. in
computer science [AMA07, JHH+10, SSDN02, MS90], computational engineering [KK08, KR04,
KM08] or theoretical biology [FS98a, FS98b, CKS00, SSWF01, WS03].

We will distinguish two types: Approximate products are obtained from product structures by
means of small perturbations and relate to the practical question of recognizing product structures
from noisy data. Relaxed products, in contrast, are defined as set systems that admit non-
trivial “edge colorings” that generalize the properties of product relations in a way that meaningful
“copies” of the factors can still be defined.

APPROXIMATE PRODUCTS

A graph G, or a set system in general, is an approximate product if there is a set system G′

that (i) has a non-trivial prime factor decomposition w.r.t. to the product of interest, and (ii) G is
similar to G′. The latter condition can be expressed e.g. in terms of editing distance between G
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and G′ that may allow G and G′ to differ in both their edge set and their vertex set. This kind of
structures was introduced in [HIKS09] for graphs.

The recognition of Cartesian and strong product graphs from which one or several vertices
have been deleted was first considered by Imrich, Žerovnik, and Zmazek showing that unique
reconstruction is always possible for single vertex deletions [IŽ96, ZŽ07], while k-vertex deletions
can be corrected provided the products have at least k + 1 factors with a least k + 1 vertices
each [IZv01, IŽZ03]. A polynomial-time algorithm for the reconstruction of one-vertex-deleted
Cartesian product graphs is given in [Hv99]. On the other hand, even in the simple case of the
Cartesian product, Feigenbaum and Haddad [FH89] showed that minimal factorizable extensions
and maximal factorizable subgraphs are not unique and that finding them is NP-hard in general.

However, despite its central importance for application only very rare results of general meth-
ods to recover perturbed product structures have been established, so-far.

RELAXED PRODUCTS

Complementary to our work on approximate products, which dealt with local editing-like per-
turbations, we explored in our further work the consequences of systematically relaxing the con-
ditions on the product relation that characterizes product graphs. Remind, the Cartesian product
relation σ� can be computed by means of the relation δ, that is, the convex closure C(δ) is σ�.
Moreover, any equivalence relation R with δ ⊆ R satisfies the square property, i.e., any two
incident edges that are contained in different equivalence classes span exactly one square in G,
this square is chordless and the opposite edges of any square in G are in the same equivalence
class. Not insisting on the conditions as unique or chordless squares leads to relaxations of such
a relation, and eventually, to relaxed product structures.

In fact, a slight modification of the relation δ turns out to play a fundamental role for the char-
acterization of so-called graph bundles [ZŽ02] and forms the basis of efficient algorithms to rec-
ognize Cartesian graph bundles [IPv97, Ž00, Zv02, ZŽ02] that can be considered as Moebius
strip like graphs. Graph bundles [PSTV83], the combinatorial analog of the topological notion
of a fiber bundle [Hus93], are a common generalization of both Cartesian products [HIK11] and
covering graphs [AFS91]. To determine graph bundles one searches for relations that satisfy
the unique square property : An equivalence relation has the unique square property if any two
adjacent edges e and f from distinct equivalence classes span a unique chordless square with
opposite edges in the same equivalence class. In contrast to the square property, which states
that adjacent edges of different classes span exactly one chordless square, for a relation R that
has the unique square property adjacent edges of different classes may span more than one
chordless square. In the latter case one and only one of these squares has opposite edges in the
same equivalence class. Any such relation with unique square property that is in addition weakly
2-convex yields the structural properties of a graph bundle [ZŽ02]. Moreover, every Cartesian
graph bundle over a triangle-free simple base can be characterized by the transitive closure δ∗ of
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δ, which satisfies the unique square property [IPv97].

However, explicit relaxations of product relations have not been considered so-far. In this
contribution, we will establish general results on such relaxed product structure.

Important Basic Concepts

The used concepts are essentially the same as in the letter section “Part I: Exact Product Struc-
tures” and we refer, therefore, to this section.

Outline of Central Results

In what follows, we briefly summarize established results that are part of this thesis concerning
product-like structures. A more detailed discussion of these results can be found in Chapter 3.
(not part of this extended abstract).

In [Hel11], we designed the first heuristic method for approximate strong products of undi-
rected graphs. This method covers a given graph by factorizable small patches and attempt to
stepwisely extend regions with product structures. Hence, local regions of the strong product
that are disturbed can be circumvented and the remaining factored part of the graph yields then
valuable important information of the underlying product structure in terms of a computed edge-
coloring that reflects the copies of the underlying factors. The “putative” factors can then easily
be derived. This method pioneered the way for the recognition of approximate (strong) products
and, in fact, many findings were re-used to establish methods for Cartesian product-like structure
[HIK13, HIK15].

In [HIK13] and [HIK15], we followed again a local strategy to design algorithms that can deal
with perturbed Cartesian product structures. It should be mentioned that the problem of finding
factorizable patches in Cartesian products is more challenging than in strong product graphs. In
order to develop such a heuristic, we introduced the new notion of a partial star product (PSP),
which is based on the square property relation δ. These PSP’s are the local subgraphs that
we need in order to infer local factorization. Importantly, this heuristic does not only compute
an edge coloring that reflects the copies of the factors, but an embedding of the graph into a
Cartesian product. This allows, to understand the underlying full product structure in detail, since
coordinates on perturbed product structures can be inferred. While we established the necessary
proofs and an basic algorithm in [HIK13], we improved and generalized these results in [HIK15]
to an O(|E|)-time algorithm for graphs with bounded maximum degree and showed, how this
algorithm can be parallelized.

Equivalence relations on the edge set of a graph that satisfy restrictive conditions on chord-
less squares play a crucial role in the theory of Cartesian graph products and so-called twisted
products or bundles. We considered in [HOS14] systems of axioms that generalize the square
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property, called unique-square-property (USP) relation. We showed that USP-relations, induce in
a natural way equitable partitions on the vertex set ofG. As it turned out, the quotient graphs w.r.t.
these equitable partitions exhibit a natural, rich product structure even when G itself is prime. In
other words, graphs with non-trivial USP-relation can in a certain manner also be considered
as approximate products, although their structural features are much more conserved then in
arbitrary disturbed products.

In [HMOS15], we considered a further generalization of the square property, called relaxed
square property (RSP) by omitting the requirement for unique and chordless squares. This leads
to the complete new concept of relaxed product structures. We showed that for each of the
products~ ∈ {�,�,×} a relation R with relaxed square property is known for the product, if and
only if such a relation Ri is known for each of its factors Gi. Moreover, we provided a polynomial-
time algorithm to determine for a large class of graphs, a finest relaxed product relation. We
showed that the class of graphs with non-trivial RSP-relations in particular includes so-called
graph bundles. Furthermore, we observed the surprising relation between RSP-relations and
so-called covering graph constructions.

Part III: Phylogenetic Building Blocks and Reconstructing
Evolutionary Histories

Preliminaries

Phylogenetic Reconstructions are concerned with the study of the evolutionary history of groups
of systematic biological units, e.g. genes or species. The objective is the assembling of so-called
phylogenetic trees or networks that represent a hypothesis about the evolutionary ancestry of a
set of genes, species or other taxa, see Figure 2.3 for an example.

Genes are passed from generation to generation to the offspring. Some of those genes are
frequently duplicated, mutate or get lost - a mechanism that also ensures that new species can
evolve. The central problem is as follows: To determine the entire evolutionary history of the
species, one can only use genomic data of living species or, in some rare exceptions, of extinct
species, such as the Neanderthals [P+14]. The building blocks we use here are so-called triples,
that give information of the local topology of the tree we want to reconstruct. However, determin-
ing building blocks to infer and reconstruct the evolutionary history is difficult, as in practice they
must be inferred through several working stages starting from the given genetic material.

Crucial for the evolutionary reconstruction of species history is the knowledge of the relation-
ship between the respective genes. Genes that share a common origin (homologs) are divided
into three classes, namely orthologs, paralogs and xenologs [Fit00]. Two homologous genes are
orthologous if at their most recent point of origin the ancestral gene is transmitted to two daugh-
ter lineages; a speciation event happened. They are paralogous if the ancestor gene at their
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Figure 2.3: Shown is a gene tree T on the gene set G = {a, b, c1, c2, d} evolving along the
species tree S (the tube-like tree) on the species S = {A,B,C,D}. In this example,
the gene tree T is reconciled with (or equivalently, embedded into) the species tree.
The events on the gene tree are HGT-event (4), duplication event (�) and speciation
event (•). The inner vertices of the species tree represent always speciation events.
Certain gene losses (x) are also reflected. In practice, however, only the information
of observable genes and species, that is in this case, only the information of the sets
G and S can be used in order to infer the gene tree (without losses), the species tree
and the reconciliation between the two. The original figure appeared in [HWL+15,
Supplemental Information].

most recent point of origin was duplicated within a single ancestral genome; a duplication event
happened. Horizontal gene transfer (HGT) refers to the transfer of genes between organisms
in a manner other than traditional reproduction and across different species; if such an event
happened at the most recent point of origin of two genes, then they are called xenologous.

Intriguingly, there are practical sequence-based methods that allow to distinguish orthologs
and paralogs with acceptable accuracy without constructing either gene or species trees [AD09].
Orthologous genes are present as similar DNA-segments in different species and trace back
to a common gene-ancestor where a speciation event happened. Many orthology inference
tools have become available over the last decade. To name only a few, COG [TGNK00], OMA
[SDG07, ASGD11], eggNOG [JJK+08], OrthoMCL [LSR03, CMSR06], InParanoid [ÖSF+10],
Roundup 2.0 [DCJ+12], EGM2 [MWS+12] or ProteinOrtho [LFS+11] and its extension PoFF

[LHRD+14], see [KWMK11, DAGD13] for a recent review. These methods have in common that
the output is a set of (pairs of) putative orthologous genes. In addition, orthology detection tools
often report some weight or confidence value w(x, y) for x and y to be orthologs or not.
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To infer the evolutionary history of species, it has been common practice, to employ alignments
of protein or DNA sequences, whose evolutionary history is believed to be congruent to that of the
respective species. This property can be ensured most easily in the absence of gene duplications
and horizontal gene transfer. Phylogenetic studies judiciously select families of genes that rarely
exhibit duplications (such as rRNAs, most ribosomal proteins, and many of the housekeeping
enzymes). In phylogenomics, elaborate automatic pipelines such as HaMStR [ESvH09] are used
to filter genome-wide data sets to at least deplete sequences with detectable paralogs (homologs
in the same species).

However, this way of reconstruction amounts to ignoring the information of paralogous and
xenologous genes. Paralogs and xenologs are treated as a dangerous nuisance that has to
be detected and removed. Hence, the set of available genes from which valuable information
about the evolutionary history can be derived is strongly restricted. Moreover, in the presence
of gene duplications it becomes necessary to distinguish between the evolutionary history of
genes (gene trees) and the evolutionary history of the species (species trees) in which these
genes reside. The supposed history of genes is usually visualized by a rooted tree T = (V,E),
i.e., an connected cycle-free graph with one distinguished vertex ρ ∈ V as the root [SS03]. As
a good approximation, one can also suppose that the evolutionary history of species can be
depicted as such a rooted tree, although evolutionary events such as HGT or hybridization can
locally disturb the acyclic structure. The root serves as the common ancestor of all considered
genes and species, respectively, and implies a partial order on the tree to distinguish between
the so-called lowest common ancestors (lca) of certain leaves and “points in time” of evolution.
While inner vertices of species trees always correspond to speciation events in the gene trees,
the inner vertices of a gene tree are in addition labeled to distinguish between the particular
events that happened at this point of evolution. In other words, the event on the lowest common
ancestor lca(x, y) of two genes x, y in the corresponding gene tree states whether x and y are
orthologous (speciation event) or if they share another kind of homologous relationship such as
paralogy (duplication event) or xenology (HGT), see Fitch [Fit00]. An illustrative example is given
in Figure 2.3.

Hence, one might ask if one can design methods that allow to use more than the information
provided by orthologous genes only. In this part of the contribution, we will show how to derive
reliable species trees from genomic data including the knowledge of orthologous and paralo-
gous genes. Hence, this methods allows to use significantly larger sets of possible genes and
thus, strikingly more information for more precise computations of the evolutionary history of the
species.

Important Basic Concepts

We summarize here important concepts that we need in the following discussion and summary
of the results.
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Trees. A (phylogenetic) tree (on L) is a rooted connected cycle-free graph T = (V,E) with leaf
set L ⊆ V such that no inner vertex v ∈ V 0 := V \ L has outdegree one and whose root ρ ∈ V
has indegree zero. A phylogenetic tree on a set of genes G is called gene tree and on a set of
species S species tree. An inner vertex y is an ancestor of x ∈ V , in symbols x �T y, if y lies
on the unique path connecting x with the root ρ of T . The first inner vertex lcaT (x, y) that lies on
both unique paths from two leaves x, resp. y to the root is called lowest common ancestor of x
and y. If the context is clear, we will sometimes write lca(x, y) instead of lcaT (x, y).
While inner vertices of species trees always correspond to speciation events, the inner vertices
of a gene tree are additionally labeled with t : V 0 → M to distinguish between the particular
events that happened at this point of evolution. Hence, for orthologs x, y ∈ G it must hold that
t(lcaT (x, y)) = speciation. Other kind of homologous relationship such as paralogy (duplication
event) or xenology (HGT), see Fitch [Fit00], can also be inferred by such event-labelings t.

The Orthology Relation Θ. The output of orthology inference tools is a set of (pairs of) putative
orthologous genes. This gives rise to a symmetric, irreflexive binary relation

Θ̂ = {(x, y) | x, y are estimated as orthologous}
= {(x, y) | lca(x, y) = speciation event (in the respective gene tree)}.

This relation Θ̂ is an estimate of the true orthology relation Θ. The latter allows to infer edges
in the orthology graph G

Θ̂
. This graph G

Θ̂
has as vertex set the set of considered genes G and

edges (x, y) ∈ E(G
θ̂
) if (x, y) ∈ Θ̂. In addition, reported confidence values can be used as

weights w(x, y) for edges and non-edges (x, y) of G
θ̂
.

Rooted Triples. Rooted triples, i.e., rooted binary trees on three leaves, are a key concept in
the theory of supertrees [SS03, BE04, DHK+12]. A rooted triple r = (xy|z) is displayed by a
rooted tree T with leaf set L if (i) x, y, z ∈ L and (ii) the path from x to y does not intersect
the path from z to the root ρT of T . Thus lcaT (x, y) ≺T lcaT (x, y, z). Given a triple set R, the
polynomial-time algorithm BUILD [ASSU81] either constructs a phylogenetic tree T displaying all
triples in R or recognizes that R is inconsistent. The problem of finding a phylogenetic tree with
the smallest possible number of vertices that is consistent with every rooted triple inR, i.e., a least
resolved tree, is an NP-hard problem [JLL12]. If R is inconsistent, the problem of determining a
maximum consistent subset of an inconsistent set of triples is NP-hard and also APX-hard, see
[BGHK10, vIKM09].

Reconciliation. A phylogenetic tree S = (W,F ) with leaf set S (the species) is a species tree
for an event-labeled gene tree T = (V,E) with leaf set G (the respective genes contained in
the species of S) if there is a so-called reconciliation map µ : V → W ∪ F that maps genes
a ∈ G to its respective species µ(a) ∈ S such that, roughly spoken, the ancestor relation of the
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species in S is implied by the ancestor relation of the genes in T . Such maps associate inner
vertices of the gene tree T corresponding to speciation events with inner vertices of the species
tree S, while vertices of T that map to edges of S are other events, such as duplications. In other
words, a phylogenetic tree S is a species tree for some gene tree T if there is a valid embedding
of T in S so that the evolutionary history of the genes and the respective species agree. The
latter definition is quite technical and we omit it here, but refer to [HRHW+12] for the complete
definition for such tree reconciliation maps in the absence of HGT.

Outline of Central Results

In what follows, we briefly summarize established results that are part of this thesis concerning
phylogenetic reconstruction. A more detailed discussion of these results can be found in Chapter
3. (not part of this extended abstract).

In [HHRH+13] we characterized “valid” orthology relations Θ, i.e., orthology relations for which
we can ensure that there is an event-labeled phylogenetic tree T so that the event corresponding
to the least common ancestor lca(x, y) of x and y in T is a speciation if and only if (x, y) ∈ Θ.
Somewhat surprisingly, such an orthology relation Θ is valid if and only if the orthology graph GΘ

does not contain an induced path on four vertices. The latter kind of graphs are also known as
P4-free graph or cograph. We generalized this result and provided a characterization of relations
that might correspond to further additional events such as horizontal gene transfer. This, in par-
ticular, is the first mathematical graph theoretical characterization of “validly computed” relations
between genes that might have important impact on methods to clean up estimated noisy data
corresponding to such relations. Additionally, we provided a polynomial-time algorithm, called
BOTTOM-UP, that for a given map ϑ : G × G → M constructs an event-labeled gene tree for ϑ (if
one exists), where ϑ is a map that assigns to pairs of distinct genes (x, y) ∈ G×G the correspond-
ing evolutionary relationship. We also showed that the classical algorithm BUILD can be used to
derive the representing tree of Θ. To this end, we showed how to infer small building blocks –
specific triples – directly from Θ in order to determine whether there is tree representation for
those sets of relations.

In [HRHW+12] we addressed the tree reconciliation problem and answered the following ques-
tion: What conditions have to be satisfied so that there exists a species tree for an event-labeled
gene tree with speciation and duplication events? To this end, we characterized gene trees for
which there is a species tree by means of particular small building blocks, so-called species
triples. These species triples can be inferred directly from the gene tree and give important infor-
mation of the local topology of the species tree. Additionally, we showed that the computation of
the species tree S and a valid reconciliation map, i.e., an embedding of the gene tree T into the
species tree S, can be found in polynomial time, if one exists.

In order to test upcoming algorithms and heuristics for phylogenetic reconstruction, we pro-
vided a simple model and freely-available software for the simulation of gene family histories
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[HRHWS14], and thus, for generating gene trees that are close to “real world” gene trees. This
model can be used to generate test data and provides evaluation procedures to test, compare,
and benchmark the performance and results of established methods that infer gene trees and
species trees.

For a first step towards establishing heuristics for editing an estimated orthology relation we
investigated the structure of so-called spider graphs in [BCF+15]. Editing a spider graph to a clos-
est valid orthology relation, that is, a P4-free graph, can be done in polynomial time [LWGC12].
In order to easily detect spider graphs, we gave a full characterization of spiders in terms of their
degrees and respective degree sequences. This allows an easy and efficient check whether a
graph is a spider. Additionally, the degree sequence of arbitrary graphs can easily be tested for
inconsistencies compared to a closest valid spider degree sequence.

In our seminal contribution [HWL+15] published in the Proceedings of the National Academy
of Sciences, we used the latter established results and showed that in practice it is possible to de-
rive highly accurate species trees from genomic material including orthologous, paralogous and
xenologous genes. This in particular, heavily improves existing methods that rely on the informa-
tion of 1:1 orthologs only and that treat paralogs and xenologs as a dangerous nuisance that has
to be detected and removed. Hence, the set of available genes that we can use is significantly
larger as the set of allowed genes in existing methods. In other words, our method allows to
use larger gene sets from which more valuable information about the evolutionary history can be
derived and hence, more reliable species trees can be inferred compared to other approaches.
To this end, we had to solve three intertwined NP-hard combinatorial optimization problems. We
showed that these problems are nevertheless tractable in practice by formulating them as Integer
Linear Programs (ILP) that additionally allow to compute exact solutions. These ILP formulations
are implemented in the freely-available software ParaPhylo using IBM ILOG CPLEXTM Optimizer
12.6. We showed that we can get highly accurate solutions for both, artificial benchmark data
sets and real-life data sets, comprising genome-scale gene sets for dozens of species, even in
the massive presence of events as horizontal gene transfer that usually lead to noisy data and
conflicting inferred triple sets.
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Summary

This thesis is concerned with the decomposition of graphs or hypergraphs to smaller elementary
structures such as prime factors or triples and the reconstruction of set systems from their building
blocks such as (approximate) products or supertrees.

In Part I and II, we generalized existing results including unique PFD theorems and algorithms
for graphs to general set system containing even infinite directed hypergraphs having infinitely
many factors. This includes the first PFD algorithms for directed graphs [HM15] and undirected
hypergraphs [HON14] w.r.t. generalizations of the strong graph product, as well as unique PFD
theorems for the Cartesian product of infinite hypergraphs [OHS12]. Moreover, we established
a local �-PFD for undirected graphs that offers a complete new way to determine the prime
factors and laid the basis for further design of algorithms for approximate products [Hel11]. We
were able to design the first general algorithms for the recognition of approximate products w.r.t.
the Cartesian [HIK13, HIK15] and the strong product [Hel11]. We provided an infinite class of
Cartesian prime graphs, so-called S-prime graphs [HOS12a], and gave several (co)NP-hardness
results concerning the recognition of S-prime graphs and subgraphs of Hamming graphs [Hel13].
Additionally, we provided automatic visualization tools for product graphs [JHH+10] and a com-
prehensive survey on hypergraph products [HOS12b]. Moreover, we have generalized the notion
of products to relaxed product structures, by relaxing the axiom set that describe product re-
lations [HOS14, HMOS15]. We showed that graphs having non-trivial relaxed relations exhibit
a rich product structure. Taken all latter results together, we have, on the one hand, largely
contributed to understand graph products and their generalizations to set-systems (as directed
or infinite hypergraphs) and, on the other hand, established an entire new line of research in
computational graph theory, namely “product-like set systems”.

In Part III, we have established important results concerning the inference of phylogenetic
building blocks (triples) and the reconstruction of trees that display the evolutionary history of
underlying genes and species [BCF+15, HRHW+12, HHRH+13, HRHWS14, HWL+15]. While
recent research focused on approaches that only involved pairwise orthologous genes to find
respective species trees, and hence, ignored any information provided by possible paralogs or
xenologs, we have demonstrated that the distribution of paralogs in large gene families contains
in itself sufficient phylogenetic signal to infer fully resolved species phylogenies. This source of
phylogenetic information is independent of information contained in orthologous sequences and
is resilient against horizontal gene transfer. An important consequence is that phylogenomics
data sets need not be restricted to 1:1 orthologs. To this end, we characterized “valid” orthol-
ogy relations and generalizations of it [HHRH+13]; we addressed the tree reconciliation problem
and characterized gene trees for which there exists a correct species tree in terms of specific
gene triples [HRHW+12]; we showed how to reconstruct those species trees from inferred build-
ing blocks (specific species triples) and provided the freely available software tool ParaPhylo
[HWL+15]. ParaPhylo allows to compute exact solutions of problems concerning the inference
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of the respective building blocks as well as the reconstruction of the evolutionary history of the
species. The latter results, in particular, established a new line of research, namely “phyloge-
nomics with paralogs” and opened a new viewpoint on how to solve an old problem, since these
methods allow to attack the problem of inferring species trees taking into account the additional
information of paralogs. We can suspect that our results will have far-reaching consequences for
the area of phylogenetics and orthology detection.
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